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Abstract—

In futur e smart ervironments,wir elesssensornetworks will play
a key role in sensing, collecting, and disseminating information
about environmental phenomena. Sensingapplications representa
new paradigm for network operation, one that has different goals
from more traditional wir elessnetworks. This paper examinesthis
emeing field to classify wirelessmicro-sensornetworks accord-
ing to different communicationfunctions, data delivery models,and
network dynamics. This taxonomy will aid in defining appropriate
communication infrastructur esfor different sensornetwork appli-
cation subspacesallowing network designersto choosethe protocol
architecture that bestmatchesthe goalsof their application. In ad-
dition, this taxonomy will enablenew sensornetwork modelsto be
definedfor usein further reseach in this area.

|. INTRODUCTION

Advancesn hardwareandwirelessnetwork technolo-
gies have placedus at the doorstepof a new erawhere
small wirelessdevices will provide accessto informa-
tion anytime, anywhereaswell asactively participatein
creatingsmartervironments. Oneof the applicationsof
smartspacess sensometworks networksthatareformed
when a set of small untetheredsensordevices that are
deployed in an ad hoc fashioncooperateon sensinga
physicalphenomenonSensometworkshold the promise
of revolutionizing sensingn a wide rangeof application
domainsbecausef their reliability, accurag, flexibility,
cost-efectivenessandeaseof deployment.

To motivate the challengesin designingsensornet-
works, considerthe following scenarios: sensorsare
rapidly deployed in a remote inhospitablearea for a
suneillanceapplication;sensorsare usedto analyzethe
motion of a tornado; sensorsare deplgyed in a forest
for fire detection;sensorsare attachedo taxi cabsin a
largemetropolitanareato studythetraffic conditionsand
plan routeseffectively. Clearly, thereis a wide rangeof
applicationsfor sensornetworks with differing require-
ments. We believe that a better understandingf the
micro-sensonetwork requirementsswell asthe under
lying differencesetweendifferentmicro-sensoapplica-
tionsis neededo assistdesignersTo this end,in this pa-
perwe attemptto classifywirelessmicro-sensonetworks
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from a communicatiorprotocol perspectie. We look at
the characteristicandgoalsof typical micro-sensonet-
worksaswell asthedifferenttypesof communicatiorthat
arerequiredto achieve thesegoals. We comparediffer-
entdatadelivery modelsandnetwork dynamicsto create
a taxonomyof wirelessmicro-sensonetwork communi-
cation. We believe that this taxonomywill aid network
designersn makingbetterdecisiongegardingtheorgani-
zationof the network, the network protocolandinforma-
tion disseminationmodels.Furthermoreit will aidin de-
velopingrealisticsensonetwork modelsandbenchmarks
for usein future sensometwork research.

The remainderof this paper is organized as fol-
lows. Sectionll presentssomebasicdefinitionsandan
overview the characteristicof sensornetworks. Sec-
tion lll classifiesthe communicationmodelspresentin
sensormetworks and makes the distinction betweenap-
plication andinfrastructurerelatedcommunication.Sec-
tion IV classifieghe datadelivery models.In SectionV,
the network organizatioranddynamicsareclassified.Fi-
nally, SectionVI presentsa summaryandsomeconclud-
ing remarks.

Il. MICRO-SENSOR NETWORK CHARACTERISTICS

Throughouthis paper we usethe following terminol-
ogy:
« Sensor Thedevice thatimplementshe physicalsens-
ing of ervironmentalphenomenand reportingof mea-
surementgthroughwirelesscommunication).Typically,
it consistsof five componentssensinghardware, mem-
ory, battery embeddegbrocessqgrandtrans-recaier.
« Observer The enduserinterestedn obtaininginfor-
mation disseminatedoy the sensornetwork about the
phenomenon. The obsener may indicate interests (or
gueries)to the network and receve responsego these
queries.
« PhenomenonTheentity of interestto the obsenerthat
is being sensedand optionally analyzed/filterecby the



sensometwork. Theremay be multiple phenomenain-
derobsenationconcurrentlyin the samenetwork.

In asensingapplicationtheobsenreris interestedn mon-
itoring phenomenaindersomelateny andaccuray re-
strictions.In atypical sensonetwork, theindividual sen-
sorssensdocal values(measuement}y and disseminate
informationasneededo othersensorsaandeventuallyto
the obsener. The measurementsken by the sensorsare
discretesamplesof the physicalphenomenorsubjectto
individual sensormeasuremerdccuray aswell asloca-
tion with respecto the phenomenon.

An obserer (or application-leel) interestis a query
from the obsener aboutthe physicalphenomenomasap-
proximatedby thedistributeddatathatthe sensorsireca-
pableof sensing.deally, the obsenerinterestis in terms
of thephenomenorandis obliviousto theunderlyingsen-
sor network implementation.The queryis implemented
asoneor morespecificlow-level interestye.g.,request-
ing a specificsensorto reporta specificmeasuremeret
somespecificinterval). In this work, we do not address
the difficult problemof translationbetweenthe obsener
gueryandthespecificlow-level interests Thistranslation
couldbedoneby the applicationsoftwareat the obsener
and/orthe sensomodes or directly by a humanobsenrer.
Furthermorethe network may participatein synthesizing
the query (for example, by filtering somesensordataor
summarizingseveral measurementsto one value), but
we considersuchintelligenceto be partof thetranslation
processhetweenobsener interestsand low-level imple-
mentation.

Sensor networks share mary of the challengesof
traditional wireless networks, including batterpowered
nodes,limiting the enegy available to eachnode, and
bandwidth-limited errorpronechannelsHowever, com-
municationin sensometworks differs from communica-
tion in othertypesof networksin thatit is typically not
end-to-end1]. More specifically thefunction of the net-
work is to reportthe phenomenorof interestto the ob-
sener who is not necessarilyinterestedn (or aware of)
specificsensorsaasanotherend-pointof communication.
Furthermoregnengy is oftenmuchmorelimited in sensor
networks thanin otherwirelessnetworks sinceit is of-
tenimpossibleto rechage the batteriesof sensomodes.
We proposeusingthe following metricsto evaluatesen-
sor network protocolswith regardto theseuniquegoals
andconstraints:

+ Enemy efficiency/systerfifetime As sensomodesare
battery-operatedprotocols must be enepgy-eficient to
maximizesystemlifetime. Systemlifetime canbe mea-
suredby genericparametersuchasthetime until half of
the nodesdie or by application-directednetrics,suchas
whenthenetwork stopsproviding theapplicationwith the
desirednformationaboutthe phenomena.

« Latency The obsereris interestedn knowing about

thephenomenavithin agivendelay Precisesemantic®f

lateng aredatadelivery modeldependent.

o Accurcy. Obtainingaccurateinformationis the pri-

mary objective of the obsener, whereaccuray is deter

mined by the given application. Thereis a trade-of be-
tweenaccuray, latengy andenegy efficiengy. Thegiven
infrastructureshould be adaptie so that the application
obtainsthe desiredaccurag anddelaywith minimal en-
ergy expenditure For example,the applicationcaneither
requestmore frequentdatadisseminatiorfrom the same
sensonodesor it candirectdatadisseminatiofirom more
sensomodeswith the samefrequeng.

o Fault-tolerance Sensorsnayfail dueto the surround-
ing physicalconditionsor becauseheir enegy ran out.

It may bedifficult to replaceexisting sensorssothe net-
work mustbefault-tolerantso thatactualnetwork condi-
tionsaretransparento the givenapplication.

I1l. COMMUNICATION MODELS

Therearemultiple waysfor asensonetwork to achiese
its accuray anddelayrequirementsa well designedet-
work meetstheserequirementsvhile optimizingthe sen-
sorenegy usageandproviding faulttolerance By study-
ing the communicationpatternssystematicallythe net-
work designerwill be able to choosethe infrastructure
andcommunicatiorprotocolthatprovide the bestcombi-
nationof performancerobustnessefficiency anddeploy-
mentcost.

Conceptuallythe communicatiorwithin a sensomet-
work can be classifiedinto two cateyories: application
and infrastructue. Application communicationrelates
to the transferof senseddata (or information obtained
from it) with the goal of informing the obsenrer about
thephenomenaWithin applicationcommunicationthere
aretwo models: cooperatie and non-cooperatie. Non-
cooperatre sensorsdo not cooperateat the application
level for information dissemination. One extreme case
is where no sensorcommunicateswith its neighbors—
all the sensorsvork independentlyand continuouslyre-
lay senseddatato the obserer. In the secondcase,co-
operatve sensorsa given sensormight be requiredto
communicatawith its neighborseitherperiodicallyor af-
ter the occurrenceof a specificevent. An example of
co-operatie sensingis in a clusteringprotocol when a
clusterheadand the non-clustetheadmemberscommu-
nicatewith eachotherfor informationdisseminatiorre-
latedto theactualphenomenon.

Infrastructurecommunicatiorrefersto the communi-
cationneededo configure,maintainand optimize oper
ation. More specifically becausef the ad hoc natureof
sensometworks, sensoranustbe ableto discover paths
to othersensor®f interestto themandto theobsenerre-
gardles®f sensomobility or failure. Thus,infrastructure
communicatioris neededo keepthe network functional,



ensuraobustoperationn dynamicervironmentsaswell
as optimize overall performance.We note that suchin-
frastructurecommunicationis highly influencedby the
applicationinterestssincethe network mustreconfigure
itself to bestsatisfytheseinterests.

In staticsensometworks,aninitial phaseof infrastruc-
ture communications neededo setup the network. Fur-
thermorejf thesensorsareenegy-constrainedtherewill
be additionalcommunicatiorfor reconfiguration. Simi-
larly, if thesensoraremobile,additionalcommunication
is neededor pathdiscovery/reconfiguration.For exam-
ple, in a clusteringprotocol, infrastructurecommunica-
tion is requiredfor the formationof clustersandcluster
headselectionundermobility or sensoffailure,thiscom-
municationrmustberepeatedperiodicallyor upondetect-
ing failure). Finally, infrastructureeommunications used
for network optimization. Considerthe Frisbeemodel,
where the set of active sensorsfollows a moving phe-
nomenorto optimize enegy efficiency [2]. In this case,
the sensorsvake up othersensordn the network using
infrastructurecommunication.

Sensornetworks require both applicationand infras-
tructure communication. The amountof requiredcom-
municationis highly influencedby the networking proto-
col used.Applicationcommunicatioris optimizedby re-
portingmeasurementst the minimal ratethatwill satisfy
the accurag and delay requirementsyiven sensorabili-
tiesandthe quality of the pathsbetweerthe sensorsaand
theobsener. Theinfrastructurecommunicatioris gener
atedby thenetworking protocolin responséo application
requestor eventsin the network. Investingin infrastruc-
turecommunicatiorcanreduceapplicationtraffic andop-
timize overall network operation.

IV. DATA DELIVERY MODELS

Sensometworks canbe classifiedin termsof the data
deliveryrequiredby theapplication(obserer)interestas:
continuous event-driven observesinitiated and hybrid.
Thesemodelsgovern the generationof the application
traffic. In thecontinuousnodel,thesensoreommunicate
theirdatacontinuouslyat a prespecifiedate.Heinzelman
et al. shoved that clusteringis most efficient for static
networks wheredatais continuouslytransmitted3], [4].
For dynamic sensornetworks, dependingupon the de-
gree of mobility, clusteringmay be applicableas well.
In the event-driven datamodelthe sensorgeportinfor-
mation only if aneventof interestoccurs. In this case,
theobseneris interestednly in the occurrencef a spe-
cific phenomenoror setof phenomenaln the obsener
initiated (or request-replyjnodel,the sensor®nly report
their resultsin responsdo an explicit requestfrom the
obsenrer (eitherdirectly, or indirectly throughothersen-
sors). Finally, the three approachegan coexist in the
samenetwork; wereferto thismodelasthehybrid model.

Thusfar, we have only discussediatadeliveryfrom the
applicationperspectie, and not the actualflow of data
paclets betweenthe sensorsand the obsener (which is
subjectto the network protocol). For ary of the above-
mentionedmodels,we can classify the communication
approactas:flooding (broadcast-based)nicast,or mul-
ticast/other Using a flooding approach sensorsbroad-
casttheirinformationto their neighborswho rebroadcast
this datauntil it reacheghe obsener. This approachn-
curs high overheadbut is immuneto dynamicchanges
in the topology of the network. Researcthasbeencon-
ductedon techniquessuch as dataaggreyationthat can
be usedto reducethe overheadof the broadcasi3], [5],
[1]. Alternatively, the sensorscan either communicate
to the obsener directly (possiblyusinga multi-hop rout-
ing protocol)or communicatavith the clusterheadusing
one-to-onaunicast.Finally, in a multicastapproachsen-
sorsform application-directedroupsandusemulticastto
communicat@amonggroupmembersTheobsenercould
communicatevith ary memberof thegroupto obtainthe
desireddata. A major advantageof flooding or broad-
castis the lack of a complex network layer protocolfor
routing, addressandlocationmanagementexisting sen-
sornetwork efforts have mostlyrelied on this approach.

V. NETWORK DYNAMICS MODELS

A sensornetwork forms a path betweenthe phe-
nomenonandthe obsener. The goal of the sensomet-
work protocolis to createandmaintainthis path(or mul-
tiple paths)underdynamicconditionswhile meetingthe
applicationrequirement®f low enegy, low lateng, high
accurag, and fault tolerance. Without loss of general-
ity, this discussiorassumes singleobsener. The prob-
lem of settingup pathsfor information disseminatioris
similar to the problemof routingin ad hoc networks[6].
However, thereare a few critical differencesjncluding:
(i) the sensorsare not generallyaddressedndividually;
rather theinterestis in the setof sensorghatarein a po-
sition to contribute to the active observerinterests The
mappingbetweenthe obsener interestand a setof sen-
sorsis influencedby the network dynamicsandthe ap-
plication;and(ii) nodesalongthe pathcantake anactive
role in the informationdisseminatiorand processing.n
thisrespectsensonetworksareanalogouso Active Net-
works[7] whereadhocnetworksaretraditional“passie”
networks.

There are several approachego constructand main-
tain the pathbetweerthe obsener andthe phenomenon.
Thesewill differ dependingon the network dynamics,
which we classify as: static sensornetworksand mo-
bile sensornetworks We focus on mobility becauset
is the mostcommonsourceof dynamicconditions;other
sourcesncludesensofailureandchangesn obsenerin-
terests.



StaticSensomNetworks

In static sensornetworks, thereis no motion among
communicating sensors, the obsener and the phe-
nomenon. An exampleis a group of sensorsspreadfor
temperaturesensing.For thesetypesof sensometworks,
previousstudieshave shavn thatlocalizedalgorithmscan
beusedin aneffectiveway [3], [1]. Thesensorsn local-
izedalgorithmscommunicatevith nodesn theirlocality.
An electednoderelaysa summaryof the local obsena-
tions to the obsener, perhapghroughone on morelev-
els of hierarchy Suchalgorithmsextendthe lifetime of
thesensomnetwork becauséhey trade-of local computa-
tion for communicatior{3]. In this type of network, sen-
sornodesrequireaninitial onetime set-upinfrastructure
communicationto createthe path betweenthe obsener
andthe sensorsvith theremainingtraffic exclusively ap-
plicationcommunicatios.

DynamicSensomlNetworks

In dynamicsensometworks, eitherthe sensorghem-
seles, the obserer, or the phenomenonare mobile.
Wheneer ary of the sensorsassociatedvith the current
path from the obsenrer to the phenomenomoves, the
path may fail. In this case,either the obsener or the
concernedensomusttake theinitiative to rekuild anew
path. During initial set-up,the obsenrer canbuild multi-
ple pathsbetweenitself and the phenomenorand cache
them, choosingthe onethatis the mostbeneficialat that
time asthe currentpath. If the pathfails, anotherof the
cachedpathscan be used. If all the cachedpathsare
invalid thenthe obsener mustrekluild new paths. This
obsenrerinitiatedapproachs areactiveapproachwhere
pathrecovery actionis only taken after observinga bro-
kenpath.

Anothermodelfor rekuilding new pathsfrom the ob-

sener to the phenomenoiis a sensofinitiated approach.

In a sensofinitiated pathrecovery procedurepathrecov-
eryis initiatedby asensothatis currentlypartof thelog-
ical path betweenthe obsener andthe phenomenomand
is planningto move out of range. The sensomight per
form somelocal patchingprocedureo build a new path
by broadcasting participation requestfor a givenlog-
ical flow to all its neighboringsensors.Any one of the
neighboringsensorscan senda participation reply mes-
sageto thegiveninitiator sensoiindicatingwillingnessto
participateand becomea part of the requestecpath. If
noneof the neighboringsensorgespondthe sensorcan
default to sendinga pathinvalidationrequestto the ob-
senersothattheobsenrercanstartbuilding thepath. This
is similar to soft hand-of in traditionalMobile IP based

INotethatif enegy is limited amongthe nodes the network will re-
quire infrastructurecommunicatiorto maintaina pathbetweerthe ob-
sener andthe phenomenomsnodesrun out of enegy.

networks [8]. This sensoiinitiated approachis a proac-
tive approachwherepathrecovery operationsare begun
in anticipationof afuture brokenpath.

Dynamic sensometworks can be further classifiedby
consideringhemotionof thecomponentsThismotionis
importantfrom the communicationperspectie sincethe
degreeandtype of communicationis dependenbn net-
work dynamics.We believe thateachof thefollowing re-
quire differentinfrastructuresdatadelivery models,and
protocols:

« Mobile observer In this casethe obsener is mobile
with respecto the sensorandphenomenaAn example
of this paradigmis sensorsgdeployed in an inhospitable
areafor ervironmentmonitoring. For example,a plane
might fly over a field periodicallyto collectinformation
from a sensometwork. Thusthe obsenrer, in the plane,
is moving relative to the sensorsand phenomenan the
ground.

+ Mobile sensos. In this case,the sensorsare moving
with respectto eachotherandthe obserer. For exam-
ple, considettraffic monitoringimplementedy attaching
sensorgo taxis. As the taxis move, the attachedsensors
continuouslycommunicatewith eachother abouttheir
own obsenations of the traffic conditions. If the sen-
sorsare co-operatie, the communicationparadigmim-
posesadditional constraintssuch as detectingthe link
layer addressesf the neighborsand constructinglocal-
ization and information disseminatiorstructures. From
previous work [1], we know that the overheadof main-
tainingaglobally uniquesensoliD in ahierarchicafash-
ion like an IP addresds expensve and not needed. In-
stead thesesensorshouldcommunicateonly with their
neighborswith thelink layer MAC addresslin suchnet-
works, the abore-mentionegroactive algorithmwith lo-
cal patchingfor repairinga path canbe usedso that the
informationaboutthe phenomenotis alwaysavailableto
the obsener regardlessof the mobility of the individual
Sensors.

+ Mobile phenomena In this case,the phenomenorit-
selfis moving. A typical exampleof this paradigmis sen-
sorsdeployedfor animaldetection.In this caseheinfras-
tructurelevel communicatiorshouldbeevent-driven. De-
pendingon the densityof the phenomenai will beinef-
ficientif all thesensomodesareactive all thetime. Only
thesensorsn thevicinity of themobilephenomenoneed
to be active. The numberof active sensorsn the vicin-
ity of the phenomenoranbe determinedy application
specificgoalssuchas accurag, lateng, and enegy ef-
ficieng. A modelthatis well-suitedto this caseis the
Frisbeemodel[2].

Often,it is possibleo implementasensonetwork for a
specificphenomenoin anumberof differentways.Con-
sider the problemof monitoring a tornado. One option
wouldbetofly airplanedo sensehetornado(mobilephe-



nomenonmobilesensorscontinuousdatadelivery). An-
otherwould beto have a sensomrid staticallyplacedon
the groundandreportdataasthe tornadopasseshrough
(mobile phenomenonstaticsensorsgontinuousdatade-
livery). Yetanothemwould beto releasdightweightsen-
sorsinto thetornado(staticphenomenomobilesensors;
continuousdatadelivery). The primary concernhereis
the ability of the sensornetwork to report the desired
level of accurag underlateng/ constraintswithin anac-
ceptabledeploymentcost. The accuray is a function of
the sensingtechnologyof the sensorsandtheir distance
from the phenomenonHowever, sincethe performance
is measureéttheobsenerendi,it is alsoafunctionof the
performanceof the communicatiormodel. We hopethat
this taxonomywill assistin developingrelevant simula-
tion modelsto enableempiricalstudyof the performance
of thedifferentsensomnetwork organizationgndassisin
makingdesignanddeploymentdecisions.

V1. CONCLUSION

The overall communicationbehaior in a wireless
micro-sensomnetwork is applicationdriven. We believe
thatit is usefulto decouplethe applicationcommunica-
tion usedfor informationdisseminatiorfrom the infras-
tructure communicationusedto configureand optimize
the network. This separationwill aid network design-
ersin selectingthe appropriatesensometwork architec-
ture that will bestmatchthe characteristicof the com-
municationtraffic of a givenapplication. This will allow
the network protocolto achieve the application-specific
goalsof enegy-efficiencgy, low lateng, and high accu-
ragy in the sensingapplication. We also believe that a
sensofinitiated proactive pathrecovery approaciwith lo-
cal patchingwill bebeneficialin the efficientinformation
disseminationn wirelessmicro-sensonetworks.

We planto studythe behavior of variouscommunica-
tion protocolsfor the differentapplicationsubspacede-
scribedin this paper This will be donethroughanaly-
sis and simulationto determinethe advantagesand dis-
adwantagesof existing approachessuchas DSR (Dy-
namic SourceRouting) [9], directeddiffusion [1], and
LEACH [3]. We hopethat the taxonomywe have pre-
sentedwill behelpfulin designingandevaluatingnetwork
protocolsfor wirelessmicro-sensonetworks.
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