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With the proliferation of mobile devices and the emek

genceof theinternetasa globalcommunicatiorandbusi-

nessmedium,thereis significantinterestin providing ro-

bust, high-performanceinternetconnectvity to protable
devices. This requiresseamlesslelivery of databetween
the peersevenasthey changdocation. The acceptedso-

lution for mobility is Mobile IP, an IETF standardsup-
porting mobility in the network layer Recently Snoren
and Balakrishnansuggestedan end-to-endimplementa-
tion that usesdynamicDNS updatesandtransportlayer
connectionmigration to implement seamlessmaobility.

This approachhasseveral advantagesandit is concev-

ablethatit will replace(or co-exist) with Mobile IP to im-

plementmobility. Oneof therestrictionsin the proposed
implementations thatit doesnot supportthe casewhere
bothpeerscanmigrate.In this note,we proposeanexten-

sionto theend-to-endmplementatiornto allow concurrent
peermigration.

I. Introduction

Advancesin VLSI have madecomputersfaster cheaper
and lighter, triggering a shift towards ubiquitouscom-
puting whereaccesdo informationandinformationpro-
cessingoolsis availableanywhereandarytime. Pover-
ful portabledevices (suchas PDAs, lap-topsand cellu-
lar phoneskarebecomingncreasinglycommon.With the
emegenceof the Internetasa globalcommunicatiorand
businesamedium,thereis a greatdeal of interestin pro-
viding robust, high-performanceénternetconnectvity to
portabledevices. Accordingly, this hasrequiredsupport-
ing seamlessnobility within theinternetprotocolstack.
Traditionally, the solutionto the mobility problemhas
beenimplementedat the routing layer (Mobile IP [1, 2]).
In this solution, thereis a homeagent(HA) associated
with the mobile hosts (MH) network. When the MH
movesto a foreign network, it contactsan agenton this
network (calledForeignAgent,or FA), obtainsanew care
of addresandnotifiesits HA of thenew addressSubse-
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quenttraffic to the mobile is interceptedby the HA and
tunneledto the care-ofaddress.Thus, mobility is seem-
lesslyimplementeddy theroutinglayer.

Thefundamentaproblemin supportingmobility is de-
couplingthe hostnamefrom its location. At the routing
layer, the name(IP addresskarrieslocationinformation
(thenetwork of theMH). Thisis anecessarfeatureatthe
heartof the scalability of the Internet. Accordingly; it is
necessaryo implementthedecouplingby having the HA
redirectevery pacletto a new addressThis resultsin in-
efficient, triangularrouting. Although optimizationsexist
to reducetriangularrouting, they requiretransportlayer
modification.

Recentlyanend-to-endmplementatiorof hostmobil-
ity was developedby Snoerenand Balakrishnan4]. In
this model, mobility is supportedat the transportlayer.
More specifically the “name” of themobileis usedasan
invariantandis decoupledrom its IP addresgand,thus,
locationinformation).As anMH changesgocation,it uses
thedynamicupdatefeatureof DNS to updateits A record
in its homeDNS sener. Thus, when establishingnew
connectionswith the mobile, a hostwill be ableto dis-
coverits currentlocation. In addition,theschemeextends
TCP to allow seamlessnigration of active connections.
The modelis outlinedin moredetailin Sectionll. This
modeleliminatestriangularrouting, allows moreflexibil-
ity in reactingto location changesand providesa more
naturalmodelfor supportingmobility.

Oneof the limitations of the proposedmodelis that it
doesnot handleconcurrentmigration of the two endsof
the connection.More specifically if a TCP connectioris
establishedetweentwo mobile hosts,and both of them
migrate,the proposedschemes not ableto presere the
active connection.In this work, we proposean extension
to the end-to-endmodelto handlethis case.In addition,
we outline the implementatiorntradeofs andtheir effect
on performance . The remainderof this noteis organized
asfollows. Sectionll presentsan overview of the end-
to-endmobility model. Sectionlll presentghe proposed
extension, and discusseghe associatedmplementation
tradeofs. Finally, SectionlV presentssomeconcluding
remarks.
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Figurel: TCPExtensionfor Migration asProposedy SnoererandBalakrishnan

II. An Overview of the End-to-End
Architecture

The End-to-Endarchitecturesolves the fundamental
problemof decouplingnameof the hostwith its location
usingthe DNS sener asinvariantto implementthe link
betweenthe MH's nameandits location. This architec-
turefollowstheend-to-endirgumentin systendesign 3]:
if the samefunctionality canbelogically implementedn
two layersin alayeredsystemthenit is advisableto im-
plementthatfunctionality at the higherlayer The advan-
tageof transportlayer mobility is thatit enableshigher
layerssuchas TCP to learnaboutmobility andadaptto
the changessbestfits their needs.For examplethe con-
gestioncontrol mechanisntanderive significantconclu-
sionin advanceif the peermobility is detectedy it.

Addressing: Sincethe underlyingIP substrateremains
unchangedhe extensiondoesnot violate the semantics
of Internetaddressing. When the MH migrates,it ob-
tainsanew IP addres®n the foreignnetwork (e.g.,using
DHCP).

Mabile Host Location: When a mobile host changes

its point of attachmenit must updateits hostname-to-
addressnappingwith its DNS sener. Theentriesfor mo-
bile hostsaresetto have a cacheTTL of O — they arenot
cached.Thisraisesefficiency concernsf therearemulti-
ple connectiongo the samehost. However, sincethe en-
try for thehomeDNS senerof themobileis cachablethe
lookupis efficient. Thus,anameresolutionstartswith the
namesener of the MH’s domain,which will haveto lat-
estmappingsincetheMH updatest wheneerit migrates.
While Mobile IP requireshe assistancef anagenton its
homenetwork for every paclet, the end-to-endscheme
only requiresthis assistancéor connectiorsetup.

Connection Migration: With the ability to addressand
locatea mobile host, what remainsis supportingseam-
less migration of connectionsthat are active when the
MH moves. Without loss of generality the Snoererand
BalakrishnarextendedTCP to allow this migration (Fig-
urel). A new option, calledMigrate TCRE, wasadded:;it
is nggotiatedduring initial connectionestablishmentIn
orderto provide protectionfrom unauthorizednigration
requestsa securetoken is associatedvith the connec-
tion. ThetokencanbenegotiatedthroughElliptical Curve
Diffie-Hellman (ECDH) key exchangeduring the initial
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connectiorestablishmenphase.Therearethreefacetsto
the architecture(i) addressing(ii) mobile hostlocation;
and (iii) active connectionmigration. Thus, the negoti-
atedTCP connectiorcanbeidentifiedeitherby a 4-tuple
jsourceaddresssourceport, destport, destport¢,or by a
triplet jsourceaddresssourceport, token¢,. The MH can
at ary time resumean establishedr CP connectionwith
the hostusingthe above-mentionedriplet; the peercan
thenresynchronizéhe connectiorata new endpoint.

Thereremainsone casethat needsto be resohed: the
addressllocationpolicy ontheanMH’ sold network may
allow reassignmentf the old IP addresdeforethe MH
hasmigrated.In thatcase the new nodeobtainingthe IP
addresawill sendanRST in reply to the unexpectedtraf-
fic it is receving from thepeer TheMIGRATE-WAIT state
preventsthis situationfrom occuring; whenthe connec-
tion recevesanRST, it stopsretransmissiomandwaitsfor
its peerto finish migration.

The migrated connectionmaintainsthe samecontrol
block including sequenc&umbersspaceso all transmis-
sion after mobility cantake placeseamlessly However
this architecturdimits simultaneousnobility of boththe
peers.We proposean extensionto the schemen orderto
supportsimultaneousnobility by boththe peers.

III. Proposed Extension

The end-to-endschemediscusse@bove doesnot han-
dle the caseof connectionsbetweentwo mobile hosts.
This is a significantdraw backin a future Internetwhere
mary of the hostsarelikely to be mobile. For example,
ad hoc networks, animportantclassof wirelessnetworks
whereall nodesaremobile, cannottake advantageof this
schemaunlesshothendsareallowedto move. In this sec-
tion, we proposean extensionto the end-to-endmobility
architecturdo allow concurrentmigration.

Connection Establishment

In establishinghe connectiontheinitiating nodesetsthe
migrate option, signalling its mobility. In the acknawl-
edgementjf the peeralsosetsits migratepermittedop-
tion, but alsoits migrateoption to indicateits own mo-
bility (only if it supportsconcurrentmobility). The ini-
tiator canthenacknavledgewith a migrate-permittedif
it supportsconcurrenimobility), or dery it by sendingan
ack with the migrate-permittecbption reset. The token
is negotiatedasin the original scheme.Thus,a peercan
restarta previously establishedCP connectiorfrom the
new addressisingjnew-source-addresggw-source-port,
token¢triplet. For theremaindeof thisdiscussionywe are
assuminghatboththe peerssupportconcurreninobility.

Connection Migration

We first considerthe caseof a hard-handdf(i.e., by the
time the MH realizesit needgo move, it hasalreadylost
its point of attachment).This is the situationconsidered
by the original proposal.Optimizationsto the schemeo
handlesoft-handofs andto minimize someof the migra-
tion overheadarediscussedn thenext Section.

In thecaseof hard-handdf, themobilenodeis notable
to inform abouthis mobility to its peeruntil it laterrecon-
nectsto a new point of attachment.Figure 2 shows the
extendedT CP statediagram.We needto considerfollow-
ing situations:

1. Onenodehasmovedto a new network. Its notifica-
tion is recevedjust asthe peeris aboutto move.

2. Boththepeersmove atthe sametime (eachbeforeit
recevesthe migrationnotificationfrom the other).

In the first scenario,if the MH hastime to sendan
ACK before it moves, the situation becomesidentical
to two consecutie one-way migrations— no extension
is necessanto handlethis case. If the ACK was not
sentbefore migration, then oncethe MH establishesa
new point of attachmentit cansenda SYN/Migrate di-
rectly to the peers new addresgwhich it recevedin the
SYN/Migrate prior to its disconnection).The MH can
move to the SYN-SENT state. The peer uponreceving
the SYN/Migrate sendsa SYN/ACK and moves to the
SYN-RECEIVED state(this is the reasonbehindthe new
transitionfrom SYN-SENT to SYN-RECEIVED).

In the second scenario, each node will send a
SYN/Migrate pacletto theotherfromits new pointof at-
tachmen{with the connectiortokenincluded).Both will
move to the SYN-SENT state. Sinceeachis sendingthe
messagéo the old point of attachmentthesemessages
will belost. However, the nodecannotautomaticallycon-
cludethat the otherhasmoved sincethe paclet may be
lostto normalnetwork congestioror errors(especiallyin
awirelesservironmentwhereerrorsarecommon).Thus,
after sendingthe SYN<Migrate, T, R>, eachwaits for
an ACK from the peer Neitherrecevesa SYN/ACK, even
afteroneor moreretransmissions.

In our extension,we add an ADDRESS-RESOLVE stage
that is enteredafter the mobile determineghat its peer
hasalsomoved (say after k failed retransmissionsf the
SYN/Migrate). The purposeof this stageis to resohe
the new addres®f the peerby contactingits DNS sener
similarto the casefor new connectionsAn optimalvalue
of k needso be determinecempirically (eitherstatically
or adaptvely per connectionbasedon RTT or previous
congestiorbehaior). A low value of k¥ meansthat we
recoverfrom concurrenmobility morequickly; however,
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Figure2: TCP Migration SchemeExtendedor ConcurrentMobility

if thelossis dueto congestionadditionaltraffic is gen-
eratedfor the superfluousaddresgesolution.Notethatif
thevalueof k£ wasselectedoo small,no harmwill result:
the DNS entrywill returnthe old addressgausingaddi-
tional retransmission®sf the SYN/Migrate to the peer
This takes careof network prolongediossesdueto con-
gestion.errorsor temporarydiasconnection.

The addresgesolutionstatecontactsthe DNS sener
and resoles the name again: the reply will in-
clude the new addressof the peer or the old ad-
dressif the peerhas not updatedthe DNS sener yet.

terminatedf addressesolutionfails for anumberof con-
secutve times(mostlikely indicatingthatthe peeris un-
reachable).

Note that the addressresolutionis occuring at both
peersit is araceconditionwhereeitherof themmayfol-
low thelogical progressiorin the extendedT CP statedi-
agramat its own pace. Both peersmay resole the new
point of attachmenat the sametime andthengenerate
SYN/Migrate to eachother WhenaSYN/Migrateisre-
ceived, the MH canconcludethatits peerdiscoveredits
new location; it cannow sendan ACK and move to the

The implementationof addressresolutionis discussed SYN-RECEIVED state. Whenit receivesan ACK the mi-

later After the addressis resoled, TCP resendsits

grationis completeandthe MH can move to the estab-

Migrate/SYN requesto the new IP addresof the peer lishedcase Notethatthe casewhereoneMH recevesthe

with thesame<new-source-address, port, token>
to the <new-destination-addr, port>andmovesto

SYN/Migrate from the other beforeit resohesthe ad-
dress,it canmove to SYN-RECEIVED and reply with an

SYN-SENT state. The sequencenumbersare maintained ACK aswell. It is only necessaryor one MH to send

form the old connectiorspacegust asin caseof the orig-

the SYN/Migrate; this allows a performanceoptimiza-

inal architecturelf aftersuficienttriesanew IP address tion discussedaterto cut down on redundantoncurrent

cannotbe obtainedfrom the DNS sener of the peerthen
the connectioncan be terminated. The alternationbe-
tweenSYN-SENT stageand ADDRESS-RESOLVE stagecan
be limited to a fixed numbersuchthat the connectionis

addresgesolution. With this extension,seamlessnigra-
tion of connectionsn presenceof concurrentmigration
is possible.The extensionenjoys the samelevel of secu-
rity astheoriginal schemeandaddsminimal overheado
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normal TCP operationandone-way TCP migration.

Issues, Optimizations and Tradeoffs

Implementing Address Resolution: Therearetwo ap-
proacheso implementaddressesolution:(i) make every-
thing transparento the applicationandpushall thefunc-
tionality into TCP; or (ii) Allow a minor modificationin
the applicationto accommodateddresgesolution. The
first caserequiresTCPto beawareof the peerMH name;
TCPwill contactthe DNS sener andresole the address
to thenew location.In thesecondcaselT CP makesanup-
call to the applicationto resohe the new IP addressThe
upcallis handledby a library routine. This routinemain-
tainsareversetranslatiortableof IP to namefor theactive
connections.It registerstheseentriesfor active connec-
tions (e.g.,by having gethostbyname () updateits con-
nectioncache). The upcall routinewill contactthe DNS
sener of the peernodeandthengetits new IP address
(sincethe peerwill updateits DNS sener aftermigrating
usingsecureDNS updateprotocol). The proposedipcall
mechanisndoesnotrequirelot of changego theapplica-
tions; the applicationis linked with the modified library
routine. It providesa cleanerseparatiorbetweerthe lay-
ers since TCP remainsunavare of the applicationlevel
nameof the host.

Soft Handoff: If softhandof is supportedtheMH deter
minesit needso move beforeit losesthe currentpoint of
attachmentln this situationthe mobile nodecansendan
RSTto theotherhostjustbeforeit leavestheold network
in orderto preventfurther transmissiorfrom the peerto
themobile nodes previous network.

Deployment issues. The schemeaequiresa minor modi-
fication to the existing sourcecodewith the introduction
of upcallat TCP layer and handlingof the call in the li-
brary routine. It retainsall the advantageof the original
"End-to-Endarchitecture”withoutintroducingadditional
deploymentcomplications.

IV. Concluding Remarks

This is an attemptto provide an extension”An End-
to-Endarchitectureor hostmobility” to provide the fea-
ture of simultaneousnobility of boththe peers.Keeping
track of simultaneousnobility of hostsmay be very use-
ful in adhocnetworks. It usesDNS sener asaninvariant
to solve the problemof decouplinga hostnamefrom its
currentlocation. Securityis not major concernof the ex-
tensionbut it usesECC for token computation.The pro-
posedarchitectureextendsan End-to-Endarchitectureof
hostmobility retainingall its advantagesand allows si-
multaneousmobility by both the peerswith a negligible

overhead Theproposedxtensiondoesnotincludemuch
overheadandwe hopethatit canbe deployedvery easily
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