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Abstract

The topic of federated databases has received much attention within the domain of neuroin-
formatics and is widely perceived as the eventual solution to the problems inherent in building
truly interoperable informatics systems. We describe a feasibility study of a methodology
strategy for building federated informatics systems with a speci"c example from informatics
approaches involving the neuroscienti"c literature. We examine the logistical issues concerning
linking two database systems (CoCoMac and NeuroScholar) via a method based on the use of
transformations between neuroanatomical parcellations (Stephan et al., Phil. Trans. R. Soc.
London B 335 (2000) 37}54). � 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Database interoperability is a pressing issue within the "eld of neuroinformatics.
Under current funding drives such as the Human Brain Project from the National
Institue of Health, the number and variety of repositories of neuroscienti"c informa-
tion is rapidly expanding [6,11]. The associated integration problems can be classi"ed
as follows [12]: system integration (hardware/software platforms, transport protocols,
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etc.), structural integration (relational, object-oriented, semistructured data), and
semantic integration (common vocabularies, conceptual models, ontologies).

In particular, the problem of making systems interoperable requires practical
solutions of data translation between di!erent database schemas. Even for systems
that employ designs that are highly integrated, translation would still be required in
order to communicate with other databases or upgrade database designs if changes
are required.

Within this paper, we describe the implementation of a method where users
describe how two databases overlap in their representations with a target data model
made up of data that may be found in both systems. We then describe how the
contents of each database may be translated to representations that have similar
organizations to the target, and then how rules of mediation may be used to translate
the each system's data to the common representation.

Neuroanatomical atlases often provide the common substrate for di!erent neuros-
cienti"c studies, so we use two databases that contain very similar types of data and
base the mechanism of interoperability on the neuroanatomical parcellation schemes
being used. Two such systems that deal with tract-tracing data, reported in the
literature are CoCoMac and NeuroScholar.

The CoCoMac project of Klaas Stephan and Rolf KoK tter of the C. & O. Vogt
Brain Research Institute in Dusseldorf is a valuable data resource comprising over
17,000 experimental "ndings from over 1000 tract-tracing experiments describing
neuroanatomical connections in the macaque Monkey [13] (see also
http://www.cocomac.org/). The NeuroScholar project is at the beta stage of develop-
ment, and exists largely as a system design. In several ways, NeuroScholar's semantic
design was based on that of CoCoMac but it emulates an object-oriented approach
rather than a relational one [2] (see also http://neuroscholar.usc.edu/). For this study,
we embed test data derived from the same source as a selected study in the CoCoMac
system and perform the translation to the common framework accordingly.

Importantly, the CoCoMac project originated the conceptual framework of the
objective relational transformation (&ORT') which is the formation that we adopt as
the common neuroanatomical substrate between the two databases. The ORT para-
digm is based on evaluating how data is plotted within brain regions in a given
parcellation scheme (described within ORT as &extension codes') and then how brain
regions in di!erent parcellation schemes may be spatially related to each other
(described in ORT as &relation codes'). The implementation of ORT on the CoCoMac
system includes algorithmic support to trace how data mapped into one parcellation
scheme, may be translated to other schemes [13].

In order to perform the "rst step of the translation process, we must provide
a versatile interface to databases of di!erent types. The view-primitive-table-column
(VPTC) data modeling project is an object-oriented PERL-based application to
provide scripting support for database design. It is designed to provide a uniform
representation of data where a &View' is a graph (i.e. a network of nodes and edges) of
linked &Primitives' derived from an underlying relational, object-relational or object-
oriented framework. Here, we use this framework to provide a methodology for
database federation. The VPTC model is being developed as an open-source Perl
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application (http://vptc.sourceforge.net) by Gully A.P.C. Burns and is at the alpha
stage of development.

This paper is a simple feasibility study demonstrating the linkage between two
databases: CoCoMac and Neuroscholar. We illustrate a method to generate a limited
federation between two heterogeneous neuroinformatics systems that use a common
neuroanatomical framework. We consider the process of translating data from
CoCoMac to our target object-oriented representation in detail.

2. Methods and results

2.1. Input data

The data used in this study is taken from a published tract-tracing study concerned
with corticocortical connections of subregions of the supplemental motor region in
the Macaque monkey (Areas F3 and F6 [8]). This study conforms to the general
design of tract tracing experiments (see [4] for recent review of this technology).
Our example data is based on Diamidino Yellow (2% in 0.2 M phosphate bu!er
at pH 7.2, [9]) which is a #uorescent retrograde technique. Within this study,
a number of injections were made into subregions of the supplemental motor area and
labeling was described in other regions. In this study, this data is collated into both the
NeuroScholar and CoCoMac databases and translated to a target representation (see
below). We restrict our attention to one injection within one animal (Case 1, the
injection into the Arm region of F3 [8]) and a limited number of labeled regions
within the output data.

Speci"cally, the original text of paper describes the injection site simply: `Figure 3
illustrates the pattern of retrograde cortical connections following injections in thre
rostral part of F3 (arm xeld).a [8, p. 118]. Descriptions of transported labeling in other
regions can be broken into sections based on the identity of the labeled region. We will
consider "ve such sections of text from [8, pp. 118}120]. The "rst refers to labeling in
region F1: `In F1, the labelled cells are located in the arm representation of this area.
Most of them lie on the cortical convexity anterior to the precentral sulcus.a The second
refers to a more complex pattern of labeling found in are F2: `In F2, two irregular
stripes of labelled cells can be recognized. One stripe starts from the precentral dimple
and extends rostrally to the border with F7. The other is located more laterally near the
border with F4. The upper part of F2 where the leg is represented (Kurata, +89) is devoid
of labelled cells.a The third section refers to labeled cells in F4: `In F4, there are a large
number of cells labelled dorsally in correspondence to the arm xeld (Gentilucci et al.,
+88).a When considered by readers, this data is normally considered in conjunction
with illustrations but for the purposes of this example, we restrict ourselves to the
textual data shown above.

2.2. Target representation

Fig. 1 shows a schematic account of the target representation to which both data
from CoCoMac and NeuroScholar must be translated. The "gure illustrates the most
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Fig. 1. Schematic diagram of target representation. Each primitive (see later) is presented schematically and
semi-formally as classes in the uni"ed modeling language.

minimal representation of a tract-tracing experiment possible after consideration of
the two relational schemes of the two databases. An injection of a speci"c tracer that
may be classi"ed as either &retrograde', &anterograde' or &both' is made into a speci"c
region. After enough time has passed for the tracer to be taken up by parts of neurons
passing through the injection site and transported within these cells, the animal is
killed and its brain processed to reveal the transported label. When reported in an
article, experimentalists present this data as accounts of labeling density within
speci"ed regions of the brain. In order to be made interpretable, these labeled regions
and the location of the injection site must be related to standard parcellation schemes.
Fig. 1 also shows classes and association classes de"ned in the universal modeling
language (or &UML') that model this representation [1]. As shown in Fig. 1, classes
correspond to &primitives' and association classes correspond to &primitive links'
within the VPTC model.

2.3. Relational schemata

CoCoMac is a fully normalized relational database that already contains a large
amount of data (and may therefore be considered a legacy system, where changes to
the schema will necessitate translation). NeuroScholar is a relational emulation of an
object-oriented framework (and is not fully normalized for that reason) and is
at a beta-testing stage. For this paper, both systems are implemented in Microsoft
Access 97.

Several features of CoCoMac's representation di!er from that of NeuroScholar and
are worthy of note: (1) &Precision of Description' codes (or &PD' codes), (2) the existence
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Fig. 2. The part of the database schema of CoCoMac of interest to this study.

of &Citation' columns. These are all system-speci"c features that present di$culties
that may necessitate translation in order to generate a mediated view. The PD codes
are CoCoMac's method of keeping track of the precision of data as an indicator of
their trustworthiness. This formulation is inherently di$cult to match to other
databases accounts since judgments of data reliability are subjective (although the
designers of CoCoMac were careful to ensure that the PD codes promote an objective
approach to data collation). The NeuroScholar system adopts a slightly di!erent
approach to this issue by presenting the primary data (text from the paper) in the
fragment table (Fig. 2).

The other di!erence between the two databases was the treatment of the original
text from the paper itself. Within CoCoMac, these data appear as &Citation' columns
within each table that refers to the text, and in NeuroScholar these data appear as
separate entries rows in an entirely separate table [2]. We decided to omit this data
from the target representation in order to keep it as simple as possible.

2.4. The VPTC representation of CoCoMac's data

We illustrate the construction of a mediated view for a speci"c example taken from
CoCoMac's representation of data from [8]. From the text described above (see
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Fig. 3. The VPTC representation of the data extracted from the CoCoMac database expressed as an object
diagram in the universal modeling language.

&Input Data'), the collators of CoCoMac entered data into several tables. We superim-
pose additional structure over that design based on the VPTC model and illustrated
in Fig. 3.

Within Fig. 3, the view with the identi"er &LMC93-c1/DY' is made up of four
primitives (combined with the primitive links denoting ORT rules), and each primitive
is made up of several tables. Importantly, the cardinality of each primitive (i.e., the
number of items in the data array of a given primitive) is consistent across all
constituent tables, thus each primitive may be conceptualized as a self-contained data
entity. The VPTC model samples the relevant tables to present only those data items
that are relevant to the data translation process. So under the VPTC model, a &View' is
a graph whose nodes are &Primitives' and edges are &Primitive Links'.

The relational schema of the NeuroScholar system represents the data with a com-
pletely di!erent combination of tables to form the same primitives as for the
CoCoMac system. The resultant view has the same graph-like structure as that
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Fig. 4. The mediation strategy of this approach.

derived from the CoCoMac database; di!erences between the two VPTC representa-
tions arise from the precise con"guration and format of individual columns within the
primitives.

2.5. Mediation

The VPTC model is designed to organize columns and tables into an object-
oriented}like framework for translation and evaluation. The translation itself is based
on intelligent rule-based evaluation of each database to translate data into the
common framework. This is illustrated in Fig. 4.

A simple example of this sort of translation occurs with data shown Fig. 3. The
Methods}TracerSubstance table of CoCoMac uses two columns called &Anterograde'
and &Retrograde' with data of type BOOLEAN to describe properties of a given
neuroanatomical tracer, whereas the target representation uses a single column with
a single character. Both representations are equivalent and the mediation engine
translates between them straightforwardly. These correspondence rules are encoded
in the deductive object-oriented database language, F-Logic [10]. This approach is
well-suited to this task having been used for schema transformations [3] and informa-
tion integration using semistructured data [7], as well as knowledge representation
and reasoning with ontologies [5].

3. Discussion

This paper is concerned with the presentation of a method of translation to mediate
between two relational databases. We have attempted to design the procedure to be
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expandable to other database types, since the VPTC model includes concepts of
inheritance in order to include object-relational schema (and includes input/output
functions for both Oracle and Informix databases). Our strategy for data translation
between systems is based on the same logic used by neuroscientists to translate data
between studies and is a well-documented, published computational algorithm called
the Objective Relational Transformation [13]. All components of this approach use
open source software that may be obtained for free.
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