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Abstract

Geospatial analyses of distributed data from surveys
and sensors are often stored and managed in diverse re-
gional, national and global repositories. The nature of sci-
entific processes requires composition of these resources
in a meaningful order to solve a specific geoscience prob-
lem. These tasks can be viewed as scientific workflows. Web
based interfaces allow access to remote data and tools, and
enable running computational experiments using different
online resources. However, it requires manual processing
to combine multiple resources in pipelines and scientists
still need IT experts to automate their large-scale scientific
workflows. The challenging problem is how to enable the
scientists to harvest online data and models for designing
and executing experiments in a seamless manner. A solu-
tion becomes feasible by the introduction of Web Services
in a variety of scientific domains. These services can be
discovered and composed through generic visual interfaces
and scientific workflow tools. For this purpose, we present
a complete framework for registering, discovering, compos-
ing and executing Web Services to support online science.

1. Introduction

Geospatial analytical functionality is essential to envi-
ronmental modeling. As large scale distributed geospatial
data is available, software reuse and sharing becomes more
and more important in integrated environmental modeling,
experimenting and analysis. The Service Oriented Archi-
tecture (SOA) allows cooperation of data and process com-
ponents among different organizational units and supports
reusability and interoperability of components on the Web,
thus increasing the efficiency of assembly and decreasing
the cost of development.

In recent years, the need for adaptable interfaces and
tools for accessing scientific data and executing complex
analyses on the retrieved data has risen in a variety of disci-
plines (e.g., geology, biology, ecology). Such analyses can

be modeled as scientific workflows in which the flow of data
from one analytical step to another is described in a for-
mal workflow language. While traditional business work-
flows are oriented towards document processing, task man-
agement and control-flow, scientific workflows typically are
data- and/or compute-intensive, dataflow-oriented, and of-
ten involve data transformations, analysis, and simulations.
Kepler [3, 14] is a system for design, discovery, execution
and deployment of scientific workflows from different sci-
entific domains. In this paper, we propose to use the Kepler
scientific workflow system to compose geospatial services
for environmental modeling. To the best of our knowledge,
there exists no previous work on utilizing scientific work-
flows for geospatial analysis and environmental modeling
by composing and executing Web Services in a systematic
manner.

We present an approach to provide uniform access to the
vast amount of highly heterogeneous services. These ser-
vices and the related metadata are archived using extensive
storage capabilities through registries, and the services are
discovered using a metadata description of their operation.
We use the Kepler workflow system to demonstrate the reg-
istration and discovery process of services within reposito-
ries. We further describe how within our framework, ser-
vices can be composed into scientific workflows and ex-
ecuted to perform scientific tasks. Workflows can also be
stored in repositories and shared between scientists. The
workflow execution can be monitored to detect and recover
from failures, to capture intermediate and end results of the
process for data provenance, and to log process information
and save execution logs. A challenging issue is to provide a
web based access for viewing, executing and sharing scien-
tific workflows and deploying scientific workflows as a new
service that can be applicable to other applications.

The rest of the paper is organized as follows. In section 2,
we provide a brief overview of distributed geospatial data
processing and propose to use Web Services as the build-
ing blocks of distributed geospatial data processing within
a scientific workflow system. Section 3 introduces the Ke-
pler scientific workflow system’s Web Services framework
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and the overall architecture. Section 4 presents a running
example to illustrate using Kepler to support environmen-
tal modeling. Finally, in Section 5, we provide a summary
and future work directions. Although the motivating exam-
ple of this paper is on geospatial data processing, the solu-
tions are applicable to other domains as well.

2. Distributed Geospatial Data Processing

In the early days of computer-aided environmental mod-
eling, geospatial data and process sharing between differ-
ent machines was available only through manually copying
it using mediums, such as floppy disks or CDs. With the de-
velopment of computer networks, much of this work can be
automated using tools and scripts. However, this approach is
still inherently labor intensive and requires considerable hu-
man interactions which is both inefficient and error prone.

During the past few years, major Geographical Informa-
tion System (GIS) software vendors (e.g., ESRI [1] and Or-
acle [6]) expanded their software functionality to provide
distributed geospatial data management using mainstream
Database Management Systems (DBMS) to support compu-
tation remotely in a computer network environment. How-
ever, there are several limitations to using a pure vendor-
specific DBMS approach to distributed geospatial data pro-
cessing for environmental modeling, such as cost of owner-
ship, technology complexity and interoperability. More im-
portantly, though database systems are naturally suited for
querying/filtering using spatial indexing, they provide poor
support for spatial transformations. Spatial transformations
are required for transforming between data types or geospa-
tial data values.

Nowadays, some major commercial database systems
are beginning to offer some spatial transformations capabil-
ities. However, the underlying ORDBMS model still makes
it difficult to apply them to environmental data, since the
data is usually unstructured or semi-structured. Therefore, a
pure distributed spatial DBMS approach based on SQL-like
queries for environmental modeling is undesirable if not in-
feasible. On the other hand, although Web GIS [12] has put
major efforts towards distributed geospatial data process-
ing, adopting the client/server architecture, they are mostly
restricted to visualization capabilities, offering little support
for complex queryies and analysis.

Furthermore, rendering geospatial data at client side in
the form of images or Java/COM object makes the inte-
gration and reuse of geospatial data very inefficient. Al-
though using XML as the communication protocol has been
proposed for geospatial data integration purposes [15], dis-
tributed geospatial data processing that involves data trans-
formation has hardly been investigated.

SOA provides a publishing interface to data and tools us-
ing the platform independent Web Service Definition Lan-

guage (WSDL) [10]. SOA can be used for exposing geospa-
tial data processing methods to the Web.

Within the efforts for standardization of geospatial data
formats (i.e. [11, 13]), Geographical Markup Language
(GML) [13] is expected to bridge between various data for-
mats. Thus, we propose to use the GML data format and the
SOA in distributed geospatial data processing.

We envision that an open architecture is vital for newly
emerging integrated and distributed environmental model-
ing. The architecture should support (1) both flat data (such
as operation system files), semi-structured and structured
data (such as databases), (2) legacy models written in tra-
ditional languages or scripts, and (3) interactive and auto-
matic executions of environmental models in the form of
scientific workflows. We believe that using Web Services as
the building blocks for geospatial data processing within a
scientific workflow system fulfills the above requirements.

In this paper, we propose publishing geospatial data and
processes as Web Services and composing them using a sci-
entific workflow approach. In order to efficiently access dis-
tributed data and process services, we use web service reg-
istries that are accessible through the Kepler system. In the
next section we present the Kepler scientific workflow sys-
tem as our Web Service composition and execution frame-
work to achieve distributed environmental modeling.

3. Kepler Web Service Framework

Kepler [3] is a system for the design and execution of sci-
entific workflows. It is built on top of the PtolemyII system,
a modeling and design tool for assembling concurrent com-
ponents by means of various models of computation [7].
Kepler is an extensible open source scientific workflow sys-
tem that provides scientists with a graphical user interface
to register and discover resources, and to interactively de-
sign and execute scientific workflows using emerging Web
and Grid-based technologies to distributed computations.

Kepler is unique in that it seamlessly combines high-
level workflow design with execution and runtime interac-
tion, access to local and remote data, and local and remote
service invocation along with a built-in concurrency con-
trol and job scheduling mechanism. Other unique features
are inherited from the underlying PtolemyII system, e.g.,
the ability to combine different models of computations in
a single scientific workflow.

Computational units in Kepler are calledactors, which
are reusable components that communicate with each other
via input and output ports. Actors are linked to each other
to compose ascientific workflow. The workflow execution is
orchestrated by adirector that provides the model of com-
putation, that is, scheduling components interaction. In this
paper we explain how the Kepler environment can be uti-
lized to discover, compose and execute geospatial data pro-
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cessing workflows for environmental modeling, most essen-
tially using a generic Web Service invocation component.

Several generic Web services actors have been imple-
mented in Kepler that serve as clients for accessing dis-
tributed resources within Kepler workflows. Specifically,
the WebService actor provides a simple plug-in mechanism
to execute any WSDL-defined Web Service. An instantia-
tion of the actor acts as a proxy for the Web Service being
executed and links to the other actors through its ports. Us-
ing this component, any application that can be deployed as
a remote service, can be used as a Kepler component.

Other features of the Kepler framework to support Web
Service execution are shown in Figure 1 . The figure depicts
the Kepler overall architecture for facilitating web service
based scientific experiments. The sequence of events in-
volved in performing and analyzing a scientific experiment
are as follows. A service in our framework can be apro-
cess serviceto perform an analysis operation, or adata ser-
viceto query over a dataset. The geospatial analytical func-
tions that are wrapped as Web Services are process services,
whereas services that query different formats of geospatial
data are data services. The user or provider publishes scien-
tific datasets and processes. The purpose of registering ser-
vices is to facilitate their discovery and provide methods for
their execution. In the Kepler system, services are registered
using domain ontologies and can be discovered by querying
over concepts in the related domain ontologies. The user
can then access distributed scientific resources by search-
ing and harvesting them. A search can be either syntactic,
that is, a text based search by the services names, or seman-
tic by issuing a query against semantic information stored in
the registries. Harvesting is facilitated by aWeb Service har-
vesterto conveniently plug in a whole set of (possibly re-
lated) services. Discovered components can be composed to
a scientific workflow and may also be registered within the
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Figure 1. Life-cycle of Kepler Web Services.

system either as a local component or within domain repos-
itories. The system provides several features for monitor-
ing workflows execution, such as, failure recovery, data and
process provenance and post execution processing. Another
functionality that is currently under research and develop-
ment is the deployment of a scientific workflow as a new
remote service.

4. Geospatial Data Processing Example

The following example in species occurrences analysis is
used to illustrate geospatial data processing within the Ke-
pler system. The goal is to find all the occurrences of species
A that are within the intersection of the convex hulls of the
occurrences of species B and species C. We assume that the
occurrences datasets (point data) are stored in three different
formats: species A data is stored in a flat file, species B data
is stored and managed by SQL Server 2000 and species C
data is stored and managed by Oracle 10g with spatial capa-
bilities. We further assume that these three datasets are ac-
cessible through Web Services which return a GML repre-
sentation of the data. Three geospatial functions are used to
process the query: GRASS’ Convex Hull, Oracle Spatial’s
Polygons Intersection and a Java Point in Polygon algo-
rithm. These functions are wrapped as Web Services to pro-
vide a uniform, domain independent access. Finally, a vi-
sualization component is used to display GML documents.
This component wraps GeoTools’ [2] GML displayer as a
Kepler actor. All of these components are registered within
a geological repository and are discovered, composed and
executed within the Kepler scientific workflow system.

Figure 2 provides a snapshot of the geospatial data pro-
cessing workflow. During the workflow composition, the
user first searches for the desired data and process services.
Discovered services appear in top left panel of the Kepler
graphical user interface and can be dragged and dropped
onto the workflow canvas to perform within a scientific
workflow. The services are linked to one another from their
visual ports using the GUI. The semantic data transforma-
tions in this example are transparent to the user. The datasets
are automatically transformed into a GML format while be-
ing accessed, using the discovered data services, therefore,
no additional intermediate components are required. As for
the process services, those were initially designed to con-
sume and produce GML document strings, and thus require
no further format integration processing.

As shown in Figure 2, accessing the datasets and the two
Convex Hull operations can be done concurrently while the
Point in Polygon and Polygon Intersection execute sequen-
tially. Such an execution is feasible in Kepler through aPro-
cess Network director, (PN) [9], which schedules the work-
flow execution to a parallel mode (when possible) by creat-
ing a separate execution thread for each actor.
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Figure 2. Modeling species occurrences.

GML display actors are used to provide a visualized dis-
play of the resulting datasets of each processing step. This
actor may also be replaced with a string display actor to dis-
play the resulting GML content, or a file writer to store the
computation result. Kepler also provides support (as men-
tioned above) for execution monitoring, such as, a time-
out mechanism for connecting to a Web Service, exceptions
handling, and enabling to continue halted executions from a
certain checkpoint by caching components’ computations.
The interactive workflow system essentially provides users
with a visual programming environment that can effectively
harvest, compose, execute and monitor distributed geospa-
tial processes for environmental modeling.

5. Discussion and Future Work

In this paper, we describe a framework for service-based
workflows and illustrated the application of it to distributed
geospatial data processing for environmental modeling. The
Kepler scientific workflow system provides a convenient in-
terface for discovering and harvesting services, and interac-
tively composing and executing them with support for exe-
cution monitoring and data provenance.

We demonstrate the feasibility of the proposed approach
for geospatial data processing with a simple running ex-
ample within the Kepler system. The example emphasizes
Kepler’s strength to facilitate environmental modeling. By
publishing geospatial data and processes as Web Services,
a unified framework is achieved for accessing various for-
mats and systems. To the best of our knowledge, there ex-
ists no previous work on experimenting with geospatial data
through scientific workflows, using Web Services as build-
ing blocks. Although the focus of this example is towards
environmental modeling, the proposed solutions have al-
ready been utilized within other scientific domains that uses
the Kepler system’s web service framework.

As for future work, from a geospatial perspective, we
would like to develop a client application to facilitate pub-

lishing of datasets as GMLs, including solving efficiency is-
sues when processing very large datasets.

We are also interested in extending Kepler’s web service
framework in a direction that allows efficient third-party
data transfers, has specialized directors (computation en-
gines) for optimized distributed execution for service-based
scientific workflows, and provides a role-based Kepler ac-
cess framework that allows users to create ad-hoc usage
groups in order to enable them share their data and process-
ing services through a unified infrastructure.
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