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Abstract

Performance prediction asks how much time executing an application
is likely to take on a particular machine. Machine ranking asks which of
a set of machines is likely to execute an application most quickly. These
two questions are discussed within the context of large parallel applica-
tions run on supercomputers. Different techniques are surveyed, including
a framework for a general approach that weights the results of machine
benchmarks run on all systems of interest. Variations within the frame-
work are described and tested on data from large-scale applications run
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on modern supercomputers, helping to illustrate the trade-offs in accu-
racy and effort that are inherent in any method for answering these two
questions.

1 Introduction

Given a parallel application, consider answering the following two questions:
how much time is executing the application likely to take on a particular ma-
chine, and which of a set of machines is likely to execute the application most
quickly? Answers to these questions could enable users to tune their applications
for specific machines, or to choose a machine on which to run their applications.
Answers could help a supercomputing center schedule applications across re-
sources more effectively, or provide them data for decisions regarding machine
acquisitions. More subtly, answers might enable computer architects to design
machines on which particular applications are likely to run quickly.

But answering these questions is not easy. Since the performance of a par-
allel application is a function of both the application and the machine it runs
on, accurate performance prediction has become increasingly difficult as both
applications and computer architectures become more complex. Consider Fig-
ure 1, which plots the normalized relative runtimes of 8 large-scale applications
on 6 supercomputers, both described in Section 4.> The plot shows that across
these applications, no single machine is always the fastest, suggesting that there
is no trivial way to predict even relative performance across a set of machines.

Since different machines can be best for different applications, this chapter
discusses techniques for answering the original two questions:

e How can one accurately predict the running time of a specific application,
on a given input, on a particular number of processors, on a given machine?
(performance prediction)

e How can one accurately predict which of a set of machines is likely to
execute an application fastest? (machine ranking)

Note that while the ability to do the former gives us a way to do the latter,
the reverse is not true. In practice, however, while any method for predicting
performance (including the many that are described in Section 2) could also
be used to rank machines, users may consider the work required for the initial
prediction to be excessive. Since sometimes the only information desired is that
of expected relative performance across a set of machines, this scenario is also
addressed. In addition, Section 7 considers an even further generalization where
the goal is to find an application independent machine ranking that is sufficiently
accurate to provide useful information.

ISince the machines shown are only a subset of those on which each application was run,
the highest bar is not at 1 for every application. In addition, not all applications were run on
all machines with the chosen number of processors.
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Figure 1: This graph shows the relative runtimes of 8 applications on 6 super-
computers. The x-axis gives the name of the application, with the number of
processors on which it was run in parentheses. The y-axis gives the runtime
divided by the maximum time taken by any of a larger set of 14 machines to
run the particular application.

The rest of this chapter is laid out as follows. Section 2 surveys some gen-
eral approaches for both performance prediction and machine ranking, orga-
nized by the type of information and level of expertise required for each. The
trade-offs inherent in choosing a particular performance prediction technique
or a particular ranking technique are studied in the context of a methodology
that attempts to achieve a balance between accuracy and effort in Sections 3
through 6. The basic framework for the methodology is covered in Section 3,
details are addressed in Section 4, and examples of how different techniques fit
into this framework are discussed in Sections 5 and 6. An exploration of how
to apply the techniques to generate application-independent machine rankings
is presented in Section 7. Results are given and analyzed in each section.

2 Methods for predicting performance

Methods for predicting the performance of an application on a parallel machine
begin with the assumption that the running time is a function of application
and system characteristics. Currently the most accurate predictions are made by



creating detailed models of individual applications which describe the running
time as a function of system characteristics. These characteristics can then
be carefully measured on all systems of interest. However, in many situations
the time and/or expertise required to build a detailed model of an individual
application are not available, and sometimes even the system characteristics can
not be measured (for example, when performance predictions are used to help
decide which of a number of proposed supercomputers to build). And even when
data are available, there are situations in which precise performance prediction
is unnecessary: for example, when the question is which of a set of machines is
expected to run a particular application most quickly.

In this section we give an overview of some of the approaches to performance
prediction, noting connections to ranking as appropriate. The techniques are
distinguished by the amount of information they use about a system and an
application, as well as by the sophistication of the ways in which they use that
information to predict the performance of an application.

While the focus here is on predicting the performance of large-scale applica-
tions on parallel machines, there has also been considerable work on predicting
the performance of single processor applications (see, for example, [30]).

2.1 Benchmarks

At one extreme are benchmarks, which can be used to predict performance using
only information about the machine. Consider that low-level performance met-
rics such as processor speed and peak floating-point issue rate are commonly
reported, even in mass-market computer advertisements. The implication is
that these numbers can be used to predict how fast applications will run on
different machines, hence faster is better. Of course, manufacturer specifica-
tions such as theoretical peak floating-point issue rates are rarely achieved in
practice, so simple benchmarks may more accurately predict relative application
performance on different machines.

A particularly well-known parallel benchmark is Linpack [14], which has been
used since 1993 to rank supercomputers for inclusion on the Top 500 list [45].
The Top 500 list is popular partly because it is easy to read, is based on a simple
metric that is easy to measure (essentially peak FLOPS), and is easy to update.
Unfortunately, simple benchmarks such as Linpack may not be sufficient for
accurately predicting runtimes of real applications [7]. This is not surprising,
since Linpack gives a single number for a machine which, at best, allows the
execution time to be modelled as some application-specific number divided by
that particular system’s performance on Linpack.

To better predict the performance of individual applications, two approaches
have been taken. One is to provide benchmarks which more closely mimic actual
applications. The best known of these is perhaps the NAS Parallel Benchmark
suite [3], which consists of scaled down versions of real applications. The other
is to provide benchmarks which take into consideration the performance of mul-
tiple system components. An early example of the latter considered the ratio of
FLOPS to memory bandwidth [31], which has the advantage of allowing sim-



ple comparisons between machines since it also gives a single number for each
machine.

More recently benchmark suites that give multiple performance numbers
measuring assorted system characteristics have been proposed. These include
the IDC Balanced Rating [20], which has been used to rank machines based
on measurements in the broad areas of processor performance, memory system
capability, and scaling capabilities; and the HPC Challenge (HPCC) bench-
mark [29], which consists of 7 tests measuring performance on tasks such as
dense matrix multiplication and the Fast Fourier Transform. Of course, with
such benchmark suites it becomes incumbent on the user to decide which mea-
surements are most relevant for predicting the performance of a particular ap-
plication.

Note that a benchmark such as Linpack, which generates a single number for
each machine, produces an application independent ranking of machines. While
their usefulness is limited, such rankings are still of significant interest, as the
use of Linpack in generating the popular Top 500 list [45] demonstrates. Al-
ternative methods for generating application independent rankings are explored
in Section 7. In contrast, a benchmark suite that generates multiple numbers
for each machine has the potential to produce more useful application specific
rankings, but requires a user to interpret the benchmark numbers meaningfully.

2.2 Weighted benchmarks

If several benchmarks are run on a machine, a user must determine how to
interpret the collection of results in light of an individual application. With
a benchmark such as the NAS Parallel Benchmarks [3], a user can choose the
benchmark that most closely resembles their particular application. For lower
level benchmark suites such as HPCC [19], users can turn to research on per-
formance prediction techniques that consist of weighting the results of simple
benchmarks. The amount of information assumed to be available about the
application in generating the weights can range from end-to-end runtimes on a
set of machines, to more detailed information.

For example, Gustafson and Todi [16] used the term convolution to describe
work relating “mini-application” performance to that of full applications. Mc-
Calpin [31] showed improved correlation between simple benchmarks and appli-
cation performance, though the focus was on sequential applications rather than
the parallel applications of interest here. Other work focussing on sequential
applications includes that of Marin and Mellor-Crummey [30], who described
a clever scheme for combining and weighting the attributes of applications by
the results of simple probes. Using a full run of an application on a reference
system, along with partial application runtimes on the reference and a target
system, Yang et. al. [48] describe a technique for predicting the full application
performance using the relative performance of the short runs. While the re-
ported accuracy is quite good, this type of approach could miss computational
behavior that changes over the runtime of the application; in addition, the ac-
curacy was reduced when using the partial runtime to predict the application’s



performance on a different problem size or number of processors.

Section 3 in this chapter discusses another general method for weighting
benchmark measurements. Sections 4 and 5 discuss the use of a least squares
regression to calculate weights for any set of machine benchmarks, and demon-
strate their use for both performance prediction and machine ranking.

2.3 Building detailed performance models

For the most accurate performance predictions, users must employ time and
expertise to build detailed models of individual applications of interest.

With this approach the user begins with an in-depth understanding of how
the application works, including details about the computational requirements,
the communication patterns, and so on. This understanding is then used to
build a performance model consisting of a potentially complex equation that
describes the running time in terms of variables that specify, for example, the
size of the input, processor characteristics, and network characteristics. While
this approach can generate highly accurate predictions, building the model is
generally acknowledged to be a time-consuming and complex task [43]. Never-
theless, if there is significant interest in a critical application, the investment
may be deemed worthwhile.

Other research focusses on highly accurate modelling of specific applica-
tions [17, 18, 23, 28]. The very detailed performance models built as a result
have been used both to compare advanced architectures [22, 24], and to guide
the performance optimizations of applications on specific machines [35].

Due to the difficulty of constructing detailed models, an assortment of gen-
eral techniques for helping users build useful performance models has also been
proposed.

Many of these methods are based on a hierarchical framework that is de-
scribed in [1]. First the application is described at a high level as a set of tasks
that communicate with one another in some order determined by the program.
The dependencies are represented as a graph, which is assumed to expose all
the parallelism in the application. This task graph is then used to predict the
overall performance of the application, using low level information about how
efficiently each task can be executed.

Examples that can be fit into this framework include work on modelling
applications as collections of independent abstract Fortran tasks [36, 37, 38], as
well as using graphs that represent the dependencies between processes to create
accurate models [32, 33, 39]. Other work describes tools for classifying overhead
costs and methods for building performance models based on an analysis of
those overheads [11]. Another technique that also begins by building graphs
that reveal all possible communication continues by measuring the potential
costs on the target machine and uses those partial measurements for predicting
the performance of the overall application [47].



2.4 Simulation

One way to try and approach the accuracy of detailed performance models, but
without the same need for human expertise, is through simulation.

For example, one could use cycle accurate simulations of an application [4, 5,
6, 27, 34, 44]. Of course, the main drawback of this approach is the time required.
Due to the level of detail in the simulations, it could take several orders of
magnitude more time to simulate an application than to run it. Again, if there
is significant interest in a single application, this expense may be considered
acceptable.

A related technique described in detail in [42] and briefly referred to in Sec-
tion 6 starts by profiling the application to get memory operation counts and
information on network messages. This model is coarser than the detailed mod-
els described previously in that there is no attempt to capture the structure of
the application; rather, the data collected provides a higher level model of what
the application does. This information can later be convolved with the rates of
memory operations — possibly by modeling the cache hierarchy of the target
architecture on the application trace — and combined with a simulation of the
network messages in order to predict the performance of the given application
on the specified machine.

Other methods that attempt to avoid the overhead of cycle accurate simu-
lations include those that instrument the application at a higher level [12, 15]
in order to predict performance.

2.5 Other approaches

It is also worth noting other approaches that have been proposed for predicting
the performance of large scale applications.

For example, attempts have been made to employ machine learning tech-
niques. In [10] the authors examine statistical methods for estimating machine
parameters and then describe how to use these random variables in a perfor-
mance model. Neural networks are used in [21, 40] to make performance pre-
dictions for an application as a function of its input parameter space, without
building performance models. This methodology can find nonlinear patterns in
the training input in order to make accurate performance predictions; however,
it requires first running the target application numerous times (over 10,000 in
the example in [21]) with a range of input parameters, which may not always
be practical.

3 A method for weighting benchmarks

The rest of this chapter explores a few methods for predicting performance and
for ranking machines. These methods are unified by their assumption that all
knowledge regarding machine characteristics come from results of simple bench-
mark probes. That this is enough to distinguish the machines is demonstrated
in Figure 2, which shows that different machines are best at different types of



operations. For example, when compared to the other machines, the machine
labelled ARL _Xeon_36 has a very high FLOPS rate (as one would expect from
its clock speed, shown in Table 1 in Section 4.1), but poor network bandwidth.

EIARL_Xeon_36 CJARSC_P655_08 RIASC_03900_04
BWASC_SC45_HPC10_04 EMHPCC_PWR3 ESDSC_M2_02

SSSSSS
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Figure 2: A plot of machine characteristics for a set of supercomputers. The
characteristics along the x-axis are described in Table 2 in Section 4.1. The
highest count for each characteristic is normalized to 1.

Almost all of the methods discussed also assume that information about the
application is limited to end-to-end runtimes (although Sections 6 and 7 consider
what can be done through incorporating the results of lightweight traces). Just
as Figure 2 shows that different machines are best at different operations, Fig-
ure 3 demonstrates that different applications stress different types of machine
operations. As a result, changing the behavior of a single system component
can affect the overall performance of two applications in very different ways.

3.1 Machine and application characteristics

As noted previously, methods for predicting performance and generating ma-
chine rankings typically assume that performance is a function of machine and
application characteristics. The question is then how to get the most accurate
predictions and rankings using data about the machines and applications that
is as cheap as possible to gather.

The examples explored in the rest of this chapter assume that basic bench-
mark measurements can be taken on all machines of interest (or, at a minimum,
accurately estimated, as in the case where the system of interest has yet to be
built). The same benchmarks must be run across all the machines, although no
further assumptions are made. In particular, these benchmarks could consist
of microbenchmarks (e.g., a benchmark measuring the network latency between
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Figure 3: A plot of application characteristics for a set of parallel applications.
From left to right, the x-axis refers to the average count over all processors of
floating point operations, strided memory accesses, random memory accesses,
barriers, other collective communications, the total number of bytes received
as a result of those collective communications, the number of point to point
messages sent, and the number of bytes sent as a result of those point to point
communications. The highest count for each application characteristic is nor-
malized to 1.

two nodes), or computational kernels (e.g., the FFT component of the HPC
Challenge suite [19]), or something even closer to full-scale applications (e.g.,
the NAS Parallel Benchmarks [3]). This assumption is reasonable since, by their
nature, these benchmarks tend to be easy to acquire and to run.

The examples in this chapter are of two types when it comes to the data
needed regarding the applications. Those discussed in Section 5 require only
end-to-end runtimes on some small number of machines; those discussed in Sec-
tions 6 and 7 use simple trace information about the application, including the
number of floating point operations and/or the number of memory references.
Memory and network trace information can be collected using tools such as the
PMaC MetaSim Tracer [8] and MPIDTrace [2] tools, respectively. All the tech-
niques also assume that the input parameters to the application during tracing
and measurement of runtimes are the same across all machines. Note that while
these techniques could be used even if the above assumption was not true, the
resulting accuracy of the predictions could be arbitrarily poor.

3.2 General performance model

The other, more fundamental, assumption made by the techniques described in
this chapter is that the performance of an application can be modelled to an
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acceptable accuracy as a linear combination of the benchmark measurements.
As a small example, say three benchmarks are run on some machine and that the
benchmarks take my, mo, and ms seconds, respectively. Then the assumption is
that the running time P of any application (with some specified input data and
run on some specific number of processors) on that machine can be approximated
by the following equation:

P = miwi + MoWo + M3ws =M - W (1)

Here w1y, wy, and w3 are constants that may depend on the application, the
machine, the input, and the number of processors with which the application
was run.

This model helps illustrate the trade-off between expertise/time and accu-
racy. While the linear model is appealingly simple, it could have difficulty
capturing, say, the benefits of overlapping communication and computation in
an application.

Given application runtimes on a set of machines, and benchmarks measure-
ments on those machines, Section 5 describes how to use a least squares regres-
sion to obtain weights w that are optimal in the sense that they minimize the
sum of the squares of the errors in the predicted times over a set of machines.

A less restrictive approach to the performance model can also be taken; an
example is the method briefly summarized in Section 6. Instead of the dot-
product in Equation 1, this method combines machine and application charac-
teristics using a more complex convolution function.

3.3 Evaluating performance predictions

To test the methods that are based on linear regression, cross-validation is used.
In other words, each machine in the data set is considered individually as the
target machine for performance prediction. That machine is not included when
calculating the weights w in Equation 1. Then, after the weights are calculated
using only the other machines, those weights are used to predict the performance
on the target machine. The absolute value of the relative error in the predicted
time (given by Equation 2) is then calculated.

predicted RT — actual RT
actual RT

(2)

After repeating this process for each machine in the data set, the average of all
the relative errors is reported. This process becomes clearer when looking at
the examples in Section 5.

Note that cross-validation simulates the following real world usage of the
method: a researcher has run their application on different systems, has access
to the benchmark measurements on both those systems and a target system,
and would like to predict the running time of the application on the target
system without having to actually run the application on that machine.
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Sections 5.3 and 6 briefly describe two other methods for performance pre-
diction. There, again, the absolute value of the relative error is calculated, and
the average over all machines is reported.

3.4 Evaluating rankings

The performance prediction models can also be used to rank a set of machines
in order of the predicted runtimes of an application on those systems. Those
rankings, or rankings generated in any other way, can be evaluated using the
metric of threshold inversions, proposed in [9] and summarized here.

3.4.1 Predicting runtimes for ranking

Testing a predicted ranking requires predicting the performance on more than
one machine at a time. So, instead of removing a single target machine as is done
with the cross-validation procedure described previously, now a set of machines
is randomly selected and the performance on all of those machines is predicted
using some performance prediction methodology. Once the predicted runtimes
are calculated, the number of threshold inversions between the predictions and
the true runtimes can be determined. This is repeated 5000 times, each time
choosing a random set of machines to rank and to count thresholded inversions
for, to get a strong mix of randomly selected validation machines. While some
sets may be repeated in the 5000 trials, because they are chosen at random, this
should not greatly affect the average accuracies reported.

3.4.2 Thresholded inversions

A simple inversion occurs when a machine ranking predicts machine A will be
faster than machine B on some application, but actual runtimes on the two
machines show the opposite is true. For example, if machine A has larger net-
work bandwidth than machine B, then the ranking based on network bandwidth
would contain an inversion if, in practice, some application runs faster on ma-
chine B. The number of inversions in a ranking, then, is the number of pairs of
machines that are inverted. In the above example this is the number of pairs of
machines for which the inter-processor network bandwidth incorrectly predicts
which machine should execute a given application faster. Note that if there
are n machines, the number of inversions is at least 0 and is no larger than
n(n —1)/2.

A threshold is added to the concept of an inversion in order to account for
variations in collected application runtimes and/or benchmark measurements.
These variations can be caused by a variety of reasons including, for example,
system architectural and design decisions [26].

For evaluating the ranking methods presented here, two thresholds are used.
One () accounts for variance in the measured runtimes, while the other (5)
accounts for variance in the benchmark measurements. Both « and [ are re-
quired to have values between 0 and 1, inclusive. For example, let the predicted
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runtimes of A and B be RT 4 and RT B and the measured runtimes be RT4 and
RTg. If the predicted runtimes RT4 < RTB, then A would be ranked better
than B, and, if the measured runtimes RT 4 > RTg, then there is an inversion.
Yet, when using threshold inversions with «, that would only count as an inver-
sion if RT4 > (14+a) x RTp. [ is used in a similar fashion to allow for variance
in benchmark measurements, and is usually set to be less than «. The different
values for @ and 3 are because one generally expects less variance in benchmark
times than in full application runtimes due to the fact that benchmarks are
typically simpler than large scale real applications and so their execution times
are more consistent.

The examples in this chapter use values of & = .01 (which means a differ-
ence of up to 1% in the application runtimes is considered insignificant) and
(= .001 (which means a difference of up to .1% in the benchmark times is con-
sidered insignificant). In addition, Table 7 in Section 5 demonstrates the effect
of changing the threshold values on the number of inversions for a particular
scenario.

This metric based on thresholded inversions is particularly appealing because
it is monotonic in the sense that adding another machine and its associated
runtime cannot decrease the number of inversions in a ranking. Within our
context of large parallel applications, this feature is highly desirable because
often only partial runtime data is available: in other words, rarely have all
applications of interest been run with the same inputs and on the same number
of processors on all machines of interest.

4 Examples

While the techniques described in the following sections could be used for any
set of benchmarks in order to study any parallel application, the examples in
this chapter use the following machines, benchmarks, and applications. To see
these techniques applied to other combinations of benchmarks and applications,
see [25].

4.1 Machines

Table 1 summarizes the set of machines on which benchmark timings were col-
lected and applications were run; the locations are abbreviations for the sites
noted in the Acknowledgments at the end of the chapter. Regarding the bench-
marks, information was collected about the FLOPS, the bandwidth to different
levels of the memory hierarchy, and network bandwidth and latency.

To determine the FLOPS, results from the HPC Challenge benchmarks [19]
were used. Although the HPC Challenge benchmarks were not run directly on
the machines in Table 1, results on similar machines (determined based on their
processor type, the processor frequency, and the number of processors) were
always available and so were used instead. In practice, memory accesses always
take significantly longer than floating point operations and so getting the exact

13



’ Location \ Vendor \ Processor \ Frequency \ # Processors
ASC SGI Altix | 1.600GHz 2000
SDSC IBM IA64 | 1.500GHz 512
ARL IBM Opteron | 2.200GHz 2304
ARL IBM P3 | 0.375GHz 1024
MHPCC IBM P3| 0.375GHz 736
NAVO IBM P3| 0.375GHz 928
NAVO IBM p655 | 1.700GHz 2832
NAVO IBM p655 | 1.700GHz 464
ARSC IBM p655 | 1.500GHz 784
MHPCC IBM p690 | 1.300GHz 320
NAVO IBM p690 | 1.300GHz 1328
ARL IBM p690 | 1.700GHz 128
ERDC HP SC40 | 0.833GHz 488
ASC HP SC45 | 1.000GHz 768
ERDC HP SC45 | 1.000GHz 488
ARSC Cray X1 | 0.800GHz 504
ERDC Cray X1 | 0.800GHz 240
AHPCRC Cray X1E | 1.130GHz 960
ARL LNX Xeon | 3.060GHz 256
ARL LNX Xeon | 3.600GHz 2048

Table 1: Systems used for the examples in this chapter.
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FLOPS measurement on each machine would be unlikely to make a significant
difference in the results presented in this chapter.

Because increases in clock speed have far outpaced increases in the band-
width between processors and memory, the bottleneck for today’s applications
is as, if not more, likely to be memory bandwidth than FLOPS [46]. As a
result, the FLOPS measurement was augmented by the results of the MAPS
benchmark in Membench [7], which measures the bandwidth to different levels
of the memory hierarchy for both strided and random accesses. Note that the
fundamental difference between strided and random memory references is that
the former are predictable, and thus prefetchable. Because random memory
references are not predictable, the bandwidth of random accesses actually re-
flects the latency of an access to some particular level of the memory hierarchy.
As an example, Figure 4 demonstrates the result of running MAPS on an IBM
p690 node to measure the bandwidth of strided accesses. As the size of the
array increases, eventually it will no longer fit into smaller, faster caches — as
a result, the effective bandwidth drops. A region for a memory level is defined
as a range of data array sizes where the array fits into the level and achievable
bandwidth from the level is fairly stable (each plateau in the MAPS curve).
Once the regions for L1, 1.2, 1.3 caches, and main memory have been identified
by a human expert, a single point in each region is used as the bandwidth metric
for that level of the memory hierarchy.

Finally, Netbench [7] was used to measure network bandwidth and latency.

12

;

||,/

Bandwidth (GB/sec)
o
4
L 3
-»
L 3
-*»

0 T T T T T T T T T T T T T T T T T T T

SR S RN T G SRS
o g & AL
F S P N q;\%@ & @’1?‘"333}

Array Size (B byte words)

Figure 4: MAPS bandwidth measurements (in Gigabytes/second) for an IBM
p690 node as a function of array size.

The benchmark metrics used for the examples in this chapter are summarized
in Table 2.
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Abbreviation | Description

Benchmark Suite ‘

L1 (s) Bandwidth of strided accesses to L1 cache MAPS
L1 (r) Bandwidth of random accesses to L1 cache MAPS
L2 (s) Bandwidth of strided accesses to L2 cache MAPS
L2 (1) Bandwidth of random accesses to L2 cache MAPS
L3 (s) Bandwidth of strided accesses to L3 cache MAPS
L3 (r) Bandwidth of random accesses to L3 cache MAPS
MM (s) Bandwidth of strided accesses to main memory | MAPS
MM (r) Bandwidth of random accesses to main memory | MAPS
NW bw Bandwidth across interprocessor network Netbench
NW lat Latency for interprocessor network Netbench
FLOPS Floating point operations per second HPCC

Table 2: Benchmark metrics used for the examples in this chapter.

4.2 Applications

The applications used in this chapter are from the Department of Defense’s
Technical Insertion 2006 (TT-06) program [13]. The following are short descrip-
tions of the eight applications:

AVUS: Developed by the Air Force Research Laboratory, AVUS is used to
determine the fluid flow and turbulence of projectiles and air vehicles. The
parameters used calculates 100 time-steps of fluid flow and turbulence for
a wing, flap, and end plates using 7 million cells.

CTH: The CTH application measures effects of multi-material, large defor-
mation, strong shock wake, solid mechanics and was developed by the
Sandia national Laboratories. CTH models multi-phase, elastic viscoplas-
tic, porous and explosive materials on 3D and 2D rectangular grids, as
well as 1D rectilinear, cylindrical, and spherical meshes.

GAMESS: Developed by the Gordon research group at lowa State University,
GAMESS computes ab initio molecular quantum chemistry.

HYCOM: HYCOM models all of the world’s oceans as one global body of
water at a resolution of one-fourth of a degree measured at the Equator.
It was developed by the Naval Research Laboratory, Los Alamos National
Laboratory and the University of Miami.

LAMMPS: Developed by the Sandia National Laboratories, LAMMPS is gen-
erally used as a parallel particle simulator for particles at the mesoscale
or continuum levels.

OOCORE: An out-of-core matrix solver, OOCORE was developed by the
SCALAPACK group at the University of Tennessee at Knoxville. OOCORE
has been included in past benchmark suites and is typically I/O bound.
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OVERFLOW: NASA Langley and NASA Ames developed OVERFLOW to
solve CFD equations on a set of overlapped, adaptive grids, so that the
resolution near an obstacle is higher than other portions of the scene. With
this approach, computations of both laminar and turbulent fluid flows over
geometrically complex non-stationary boundaries can be solved.

WRF: A weather forecasting model that uses multiple dynamical cores and a
3D variational data assimilation system with the ability to scale to many
processors. WRF was developed by a partnership between the National
Center for Atmospheric Research, the National Oceanic and Atmospheric
Administration, the Air Force Weather Agency, the Naval Research Lab-
oratory, Oklahoma University, and the Federal Aviation Administration.

These eight applications were each run multiple times with a variety of pro-
cessor counts ranging from 16 to 384 on the HPC systems summarized in Table 1.
Each application was run using the DoD “standard” input set. Each application
was run on no fewer than 10, and no more than 19, of the machines. Some-
times applications were not run on particular machines with particular processor
counts either because those systems lacked the required number of processors
or because the amount of main memory was insufficient. But, more generally,
the examples in this chapter were meant to reflect real world conditions and, in
the real world, it is not unusual for timings that have been collected at different
times on different machines by different people to be incomplete in this way.

At a minimum, for each run, the end-to-end runtime was collected. This
is the cheapest data to collect, and is the only information used by the meth-
ods discussed in Section 5. However, in some cases trace information was also
collected and used, in varying levels of detail, for the methods described in
Sections 6 and 7.

In addition to counting the number of FLOPS and memory accesses, some
of the methods required partitioning the memory accesses between strided and
random accesses. Since there is a standard understanding of what it means to
count the total number of memory accesses in an application, but not of what
it means to partition memory accesses into strided and random, a little more
detail is presented on how this was done.

These examples categorize memory accesses by using the Metasim tracer [8],
which partitions the code for an application into non-overlapping basic blocks.
Each block is then categorized as exhibiting either primarily strided or primar-
ily random behavior using both dynamic and static analysis techniques. For
the examples in this chapter, if either method classifies the block as containing
at least 10% random accesses, all memory accesses in that block are counted
as random. While the number 10% is somewhat arbitrary, it is based on the
observation that on many machines the sustainable bandwidth of random ac-
cesses is less than the sustainable bandwidth of strided accesses by an order of
magnitude.

The dynamic method for determining if a block exhibits primarily random
or strided behavior uses a trace of the memory accesses in each basic block and
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considers each access to be strided if there has been an access to a sufficiently
nearby memory location within some small number of immediately preceding
memory accesses. The advantage of a dynamic approach is that every memory
access is evaluated, so nothing is overlooked. The disadvantage is that the
number of preceding accesses considered must be chosen carefully. If the size
is too small, some strided accesses may be misclassified as random. If the size
is too large, the process becomes too expensive computationally. In contrast,
the static analysis method searches for strided references based on an analysis
of dependencies in the assembly code. Static analysis is less expensive than
dynamic analysis and also avoids the potential for misclassifying accesses due
to a window size that is too small. On the other hand, static analysis may
miss some strided accesses because of the difficulty of analyzing some types of
indirect accesses. Since the two types of analysis are predisposed to misclassify
different types of strided accesses as random, both methods are applied and an
access is considered to be strided if either method classifies it as such.

5 Using end-to-end runtimes

If the only information available for the applications are end-to-end runtimes
on some set of machines, then the weights in Equation 1 can be estimated by
finding w in the equation M X w = P, where M is a matrix containing the
benchmark measurements for a set of machines. Written out in matrix form,
the equation looks as follows:

mi1 ... Mip b1
ma1 ... M2y wq D2
m31 ... M3p W2 p3
X w3 = . (3)
Wy
mp1 .. Mnpp Dn

Again, the matrix M contains all the benchmark measurements on all the
machines. Each row represents a single machine and each column a particular
benchmark. Hence, for the M in Equation 3, there are benchmark measure-
ments for b resources on n machines. The vector P contains the end-to-end,
measured runtimes for the target application on the n machines in M. (Note the
assumption that each of these times was gathered running on the same number
of processors, on the same input.) Furthermore, in addition to assuming that
the linear model described in Section 3.2 holds, the assumption is also made
that the weight vector w varies relatively little across machines. Obviously this
is a simplifying assumption which affects the accuracy of the predictions; the
techniques in Section 6 relax this assumption.

Some basic preprocessing is done before proceeding with any of the tech-
niques described here. First, since all measurements must be in the same units,
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the inverse of all non-latency measurements (e.g., FLOPS, memory and network
bandwidths, etc.) must be used. Next, the measurements in M are normalized
by scaling the columns of M so that the largest entry in each column is 1. This
allows us to weight different operations similarly, despite the fact that the cost
of different types of operations can vary by orders of magnitude (e.g., network
latency versus time to access the L1 cache).

After the preprocessing step, the weights for the benchmark measurements
can be estimated by finding the “best” w in M x w = P (Equation 3). If n < b,
then the system is underdetermined and there is not enough data to choose a
single “best” value for w. As a result, this technique assumes that n > b. Since
this means that equality in Equation 3 may not be achievable, the metric for
evaluating the quality of any given value of w must be specified.

Finally, having obtained w, it can be used to make predictions for a new set
of machines which have benchmark measurements captured in a matrix M, c,,.
The runtime predictions for the application on the new set of machines is then
Prew = Myuew X w. Machine ranking can be done on the new machines by
sorting their respective application runtimes in Ppeq-

5.1 Basic least squares

Perhaps the most natural way to find w is by using a least squares regression,
also known as solving the least squares problem, which computes the w that
minimizes the 2-norm of the residual r = P — M x w.

With this technique the entire set of machine benchmarks given in Table 2,
also referred to here in this chapter as “the full basis set”, is used. This set
consists of:

< [FLOPS], L1(s), L2(s), L3(s), MM (s), L1(r), L2(r), L3(r), MM (r), NWbw, NWlat >

FLOPS is in brackets because sometimes it is included in the full basis set
and sometimes not. The distinction should always be clear from the context.

5.1.1 Results for performance prediction

The results shown in Table 3 were computed using a tool that reads the bench-
mark data and application runtimes for a set of machines and performs the
above analysis [25]. Because of the requirement that the number of machines
be no less than the number of machine benchmarks, some entries in the table
could not be computed.

Using just the MAPS and Netbench measurements, the performance predic-
tions are worse than FLOPS alone. Using a combination of the FLOPS, MAPS
and Netbench measurements, however, provides generally better performance
predictions than FLOPS alone. But regardless of the set of benchmarks used,
the performance predictions are poor, with average errors ranging from 51.6%
to 72.4%.
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FLOPS | MAPS + | FLOPS + MAPS +
Netbench Netbench
avus 73.9 213.4 —
cth 61.2 64.8 59.2
gamess 72.6 - -
hycomm 67.6 70.8 -
lammps 58.4 54.3 84.8
oocore 62.9 33.3 40.2
overflow 74.8 23.2 28.6
wrf 58.2 69.6 45.2
Average 66.2 72.4 51.6

Table 3: Average absolute relative error for TI-06 applications using FLOPS,
the full MAPS+Netbench set and the full FLOP+MAPS+Netbench set.

5.1.2 Results for ranking

The least squares performance prediction method can be extended to make
predictions for several machines at a time, then to rank the machines based on
the predicted performance using the methodology described in Section 3.4.

In Table 4 the average number of thresholded inversions is reported. For
each entry 5 machines are chosen at random for ranking, hence the maximum
number of inversions is 10.

FLOPS | MAPS + | FLOPS + MAPS +
Netbench Netbench

cth 2.9 — —
lammps 2.9 3.6 -
oocore 3.1 3.1 2.9
overflow 3.3 2.2 2.2
wrf 3 3.6 -
Average 3.0 3.2 2.6

Table 4: Average number of thresholded inversions for TI-06 applications using
FLOPS, the full MAPS+Netbench set and the reduced MAPS+Netbench set.
(e =.01 and 8 = .001)

Using the MAPS and Netbench measurements provides more thresholded
inversions in these tests than FLOPS alone, similar to how its performance
prediction were worse. However when including FLOPS with the MAPS and
Netbench measurements, not only did the accuracy of the performance predic-
tions generally improve, but the rankings also became more accurate. Taken
together, this suggests that FLOPS cannot be completely ignored for accurate
performance predictions.
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5.2 Least squares with basis reduction

One drawback of applying least squares in such a straightforward way to solve
Equation 3 is that the benchmark measurements may not be orthogonal. In
other words, if M contains several benchmarks whose measurements are highly
correlated, the redundant information may have an unexpected effect on the
accuracy of predicted runtimes on new systems.

This redundant information can be removed using the method of basis re-
duction [25]. After computing the correlations of all pairs of benchmark mea-
surements across all the machines in M, highly correlated pairs are identified
and one of each pair is dropped. For the purposes of this chapter, pairs are
considered to be highly correlated if the correlation coefficient between them is
greater than 0.8 or less than —0.8.

In the cross-validation tests, basis reduction is run on M after the inverse of
non-latency measurements is taken, but before the columns are normalized. M
is reduced to M., where M, has equal or fewer columns than M, depending on
the correlation coefficients of the columns in M. From here, M, is normalized
and the cross-validation tests are conducted in the same way as before, using
M, instead of M.

5.2.1 Results for prediction

Since the applications were run on subsets of the single set of 20 machines,
basis reduction was run on all machines, instead of for each application’s set of
machines. Recall that the full basis set consisted of the following:

< [FLOPS], L1(s), L2(s), L3(s), MM(s), L1(r), L2(r), L3(r), MM (r), NWbw, NWlat >

On the machines in Table 1, measurements for strided access to L1 and L2
caches were highly correlated, and only L1-strided bandwidths were kept. In
addition, both strided access to L3 cache and main memory along with random
access to L3 cache and main memory were highly correlated, and only main
memory measurements were kept. The correlation between L3 cache and main
memory is not surprising since not all of the systems have L.3 caches. As a result,
when the human expert looked at the MAPS plot (as described in Section 4.1)
and had to identify a particular region as representing the L3 cache, the region
chosen tended to have very similar behavior to that of the region identified for
the main memory.

While different combinations of eliminated measurements were tested, in
practice different combinations led to only minor differences in the results. As
a result, the first predictor in each highly correlated pair was always dropped.
This led to a reduced basis set consisting of:

< [FLOPS], L1(s), MM (s), L1(r), L2(r), MM (r), NWbw, NWlat >
Note that, in addition to using just the MAPS and Netbench measurements,

the FLOPS measurement was also included in the full basis set. FLOPS was
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not correlated with any of the other measurements, and so its inclusion had no
effect on whether other metrics were included in the reduced basis set.

Table 5 presents the prediction results using the least squares solver (results
in bold are the most accurate predictions in their row). Reducing the full set
of measurements helps provide more accurate performance predictions for all
applications with and without including FLOPS in the basis set.

FLOPS || MAPS + Netbench | FLOPS + MAPS + Netbench
Full | Reduced [ Full | Reduced

avus 73.9 213.4 43.5 — 60.4
cth 61.2 64.8 36.0 59.2 33.4
gamess 72.6 - 55.0 - 35.2
hycomm 67.6 70.8 60.4 - 58.4
lammps 58.4 54.3 32.4 84.8 34.6
oocore 62.9 33.3 24.0 40.2 27.4
overflow 74.8 23.2 27.9 28.6 31.9
wrf 58.2 69.6 17.4 45.2 16.6
Average 66.2 72.4 37.1 51.6 42.4

Table 5: Average absolute relative prediction error for TI-06 applications using
FLOPS, the full MAPS+Netbench set with and without FLOPS and the reduced
MAPS+Netbench set with and without FLOPS.

5.2.2 Results for ranking

The average number of inversions for each application is presented in Table 6.
The table shows that using FLOPS alone provides the best ranking only for
CTH. Although using the reduced FLOPS, MAPS and Netbench basis set did
not provide the better performance predictions, it provides the best rankings,
on average, for the systems. Moreover, whether or not FLOPS is included in
the full basis set, after basis reduction the reduced basis set always provides
more accurate rankings than the full one.

Table 7 shows the effects on the number of inversions as « and ( are varied.
This is only shown for the case where the MAPS and Netbench measurements,
not including FLOPS, are used. As « and 3 get larger, larger variances in the
collected runtimes and benchmark measurements are considered insignificant.
As a result, the number of thresholded inversions declines. Nonetheless, when
averaged over all applications, using the reduced basis set always provides more
accurate rankings compared to FLOPS alone or the full basis set.

5.3 Linear Programming

In [41] a method that uses linear programming to solve Equation 1 is described.
This method uses no more benchmark or application information than the least
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FLOPS || MAPS + Netbench | FLOPS + MAPS + Netbench
Full | Reduced [ Full | Reduced

cth 2.9 - 3.2 - 3.4
lammps 2.9 3.6 3.1 - 2.8
oocore 3.1 3.1 2.4 2.9 2.4
overflow 3.3 2.2 2.1 2.2 2.0
wrf 3.0 3.6 1.9 — 1.8
Average 3.0 3.2 2.6 2.6 2.5

Table 6: Average number of thresholded inversions for TI-06 applications using
FLOPS, the full MAPS+Netbench set and the reduced MAPS+Netbench set.
(o =.01 and 5 = .001)

y (a,8) ] (01,.001) [ (.1,.01) [ (.2,.02) | (.5,.05) |

FLOPS 3.0 2.5 2.2 1.7
Full Basis Set 3.2 2.9 2.8 2.3
Reduced Basis Set 2.6 2.3 2.1 1.6

Table 7: The number of thresholded inversions, averaged over all applications,
with different values of o and 3 for the TI-06 applications using the MAPS and
Netbench benchmarks.

squares methods described previously, but it adds the ability to incorporate
human judgement and so demonstrates the impact that expert input can have.

The basic idea is to add a parameter v to Equation 1 so that it is changed
from:

P = mjwi + mowsy + maws, (4)

to:
P(l — ’y) > mwi + mows + maws (5)
P(l+v) < miwi+ maws + maws. (6)

The goal is to find non-negative weights w that satisfy the above constraints,
while keeping v small. When some constraints are determined to be difficult
to satisfy, a human expert can decide that either the end-to-end application
runtime measurement, or the benchmark measurements, are suspect and simply
eliminate that machine and the corresponding two constraints. Alternatively,
the decision could be made to rerun the application and/or benchmarks in the
hopes of getting more accurate measurements.

5.3.1 Results

The linear programming method tries to find the weights that best fit the entries
in M and P under the same assumptions as with the least squares methods.
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However, with human intervention, it can also identify entries in M and P that
seem suspect and either ignore or correct them.

On the set of test data used here, a few runtimes and benchmark mea-
surements were found to be suspect. After correcting those errors, the linear
programming method was run again, giving the overall results presented in Ta-
ble 8. The fact that these predictions are so much more accurate than those in
Table 5 using the least squares method reflects the power of allowing a human
expert to examine the results and to eliminate (or to rerun and recollect) sus-
picious benchmark measurements and application runtimes. Significantly more
detail and analysis can be found in [41].

’ System H Average Error ‘
ASC_SGI_Altix 8%
SDSC_IBM_1A64 —
ARL_IBM_Opteron 8%
ARL_IBM_P3 4%
MHPCC_IBM_P3 6%
NAVO_IBM_P3 6%
NAVO_IBM p655 (Big) 6%
NAVO_IBM_p655 (Sml) 5%
ARSC_IBM _p655 2%
MHPCC_IBM_p690 ™%
NAVO_IBM _p690 9%
ARL_IBM_p690 6%
ERDC_HP_SC40 8%
ASC_HP_SC45 4%
ERDC_HP_SC45 6%
ARSC_Cray_X1 5%
ERDC _Cray X1 3%
AHPCRC_Cray X1E —
ARL_LNX Xeon (3.06) 8%
ARL_LNX Xeon (3.6) 8%

| Overall Average Error || 6% |

Table 8: Average absolute error over all applications using linear programming
for performance prediction. The systems are identified by a combination of the
Department of Defense computer center, the computer manufacturer, and the
processor type.

5.4 Discussion

A simple approach to obtaining benchmark weights is to use least squares. Us-
ing this method is quick and simple, assuming that end to end runtimes of
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the application on different machines, along with the results of simple machine
benchmarks, are available. Although the the accuracy of the performance pre-
diction (at best a relative error of 37% averaged over all TI-06 applications)
may be insufficient for scenarios such as a queue scheduler, they are accurate
relative to each other and so can be useful for ranking a set of machines.

Simply using the full set of benchmark measurements is not the best ap-
proach for the least squares method. For example, when using the full set of
MAPS and Netbench measurements, the average relative error for predictions
was as high as 72.4%, and there were an average of 3.2 thresholded inversions
when ranking a set of 5 systems. But, once the full set of measurements were
reduced using basis reduction to an orthogonal set, the performance predictions
improved to an average relative error of 37% and the thresholded inversions
reduced to an average of 2.6. In all cases but one, using the reduced set of
benchmark measurements for making performance predictions and ranking sys-
tems is better than using FLOPS alone. The only exception to this is ranking
systems for CTH.

The combination of MAPS and Netbench measurements with and without
FLOPS perform similarly: the performance predictions are better by 5% when
FLOPS are not included in the set. Although the average number of thresholded
inversions are lower when FLOPS is included in the set, the difference between
the two is quite small.

The linear programming method used exactly the same information about
the machines and the applications as the least squares methods, but added the
ability to factor in human expertise. This improved the results significantly,
indicating the power of having access to human expertise (in this case, the
ability to throw out results judged to be due to errors in either the benchmark
measurements or the measured application runtimes).

6 Using basic trace data

As noted previously, different applications with the same execution time on
a given machine may stress different system components. As a result, appli-
cations may derive varying levels of benefit from improvements to any single
system component. The techniques described in Section 5 do not take this into
consideration.

In contrast, this section discusses some techniques that incorporate more
application-specific information, in particular the lightweight trace data de-
scribed in Section 4.2. Note that the types of traces used are considerably
cheaper than those used for the cycle-accurate simulations described in Sec-
tion 2.4.

6.1 Predicting performance

In [41] the authors describe methods for performance prediction that assume
both M and w in Equation 3 are known, but that allow the operation for
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combining them to be significantly more complex than matrix multiplication.
In addition, whereas M is determined as before, w is determined by tracing
the application. Most notably, w is allowed to vary depending on the system.
To keep costs down, the application is only traced on a single system, but the
data collected (summarized in Figure 5) is then simulated on other systems of
interest in order to generate w for those other machines.

A detailed description of the technique can be found in [41]; here it suffices
to note simply that the results they attained (presented in Table 9) are quite
accurate, with an average absolute error of under 10%.

- -~

Basic Block ID

Fields that are assumed the same across all machines:

/" Number of dynamic floating point operations N
Number of dynamic memory operations:
Number of strided memory operations
Number of random memory operations

Derive from above ratio of:
{ Random to total memory operations
& >

Fields that are simulated unique to each machine:

™

: Simulated L1 cache hit rate
Simulated L2 cache hit rate
Simulated L3 cache hit rate (if applicable)

Figure 5: Data collected on each basic block using the MetaSim Tracer.

| Systems [ average error |
ARL_IBM_Opteron 11%
NAVO_IBM_P3 ™%
NAVO_IBM p655 (Big) 6%
ARSC_IBM_p655 4%
MHPCC_IBM_p690 8%
NAVO_IBM _p690 18%
ASC_HP_SC45 7%
ERDC_HP_SC45 9%
ARL_LNX Xeon (3.6) 5%

| Overall Average Error | 8% |

Table 9: Absolute error averaged over all applications.
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6.2 Ranking

As in Section 5, once performance predictions have been made for each system,
the times can be used to generate a machine ranking. In [7] the quality of
performance predictions using 9 methodologies of different sophistication are
evaluated. Using the methodologies and the data from [7], Table 10 gives the
summed number of thresholded inversions in the predicted runtimes.

The first 3 cases should produce rankings that are equivalent to rankings
based on only FLOPS, only the bandwidth of strided accesses to main memory,
and only the bandwidth of random accesses to main memory, respectively. The
ranking based on the bandwidth of strided access to main memory is the best of
these three. As expected from the description in [7], the first and fourth cases
produce equivalent rankings.

Case 5 is similar to a ranking based on a combination of FLOPS and the
bandwidth of strided and random accesses to memory. Case 6 is similar to Case
5, but with a different method for partitioning between strided and random
accesses. In Table 10, both of these rankings are significantly better than those
produced by the first four cases. As the rankings in these cases are application
dependent, it is not surprising that they outperform the application independent
rankings discussed in Section 7.

Cases 7 through 9 use more sophisticated performance prediction techniques.
These calculations consider combinations of FLOPS, MAPS memory band-
widths (case 7), Netbench network measurements (case 8) and loop and control
flow dependencies for memory operations (case 9). As expected, they result in
more accurate rankings.

Methodology (case #) | 1 2 3 4 516 | 7|89
# thresh. inversions | 165 | 86 | 115 | 165 | 76 | 53 | 55 | 44 | 44

Table 10: Sum of the number of thresholded inversions for all applications and
numbers of processors, for each of the nine performance prediction strategies
described in [7].

6.3 Discussion

Although the methods in this section do not use any information about the
actual end-to-end runtimes of an application across a set of machines, the trace
information that these methods employ instead allows them to achieve high ac-
curacy. This represents another point on the trade-off line between accuracy and
expense/complexity. As with the other, more detailed, model-based methods
summarized in Section 2, this approach constructs an overall application perfor-
mance model from many small models of each basic block and communications
event. This model can then be used to understand where most of the time is
spent and where tuning efforts should be directed. The methods described in
Section 5 do not provide such detailed guidance.
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Furthermore, generating more accurate predictions using these methods also
gives improved (application dependent) machine rankings.

7 Application-independent rankings

Thus far the techniques discussed have focussed on application-specific perfor-
mance prediction and rankings. When it comes to ranking machines, this means
one is given a set of machines and a specific application, and the goal is to pre-
dict which of those machines will execute the application fastest. However, there
is also interest in application-independent rankings (e.g., the Top 500 list [45]),
in which a set of machines is ranked and the general expectation is that the ma-
chine ranked, say, third, will execute most applications faster than the machine
ranked, say, tenth.

The Top 500 list ranks supercomputers based solely on their performance on
the Linpack benchmark which essentially measures FLOPS. This section studies
whether it is possible to improve on that ranking, and what the cost is of doing
SO.

7.1 Rankings using only machine metrics

With the metric described in Section 3.4 for evaluating the quality of a ranking,
it is possible to objectively evaluate how FLOPS compares to other machine
benchmarks as a way for generating machine rankings. All rankings in this
section are tested on the set of applications described in Section 4.2, run on
subsets of the machines described in Section 4.1.

The first experiment considers the quality of rankings generated by the ma-
chine benchmarks summarized in Table 2: bandwidth of strided and random
accesses to L1 cache, bandwidth of strided and random accesses to L2 cache,
bandwidth of strided and random accesses to main memory, interprocessor net-
work bandwidth, interprocessor network latency, and peak FLOPS.

Table 11 sums the number of thresholded inversions over all the applications
and all the processor counts on which each was run. Because each application
is run on a different set of processor counts and not every application has been
run on every machine, the numbers in Table 11 should not be compared across
applications, but only on an application by application basis, across the rankings
by different machine characteristics.

The last row of Table 11 shows that the bandwidth of strided accesses to
main memory provides the single best overall ranking, with 309 total thresholded
inversions (in contrast, there is also a machine ranking that generates over 2000
thresholded inversions on this data). The ranking generated by the bandwidth
of random accesses to L1 cache is a close second; however, it is also evident
that there is no single ranking that is optimal for all applications. Although the
bandwidth of strided accesses to main memory is nearly perfect for avus, and
does very well on hycom, wrf, and cth?7, it is outperformed by the bandwidth
of both strided and random accesses to L1 cache for ranking performance on

28



Metric [ Li(s) [ Li(r) [ L2(s) | L2(x) [ MM(s) | MM(r) [ 1/NW lat | NW bw | FLOPS |
avus 51 26 44 42 1 61 19 30 22
cth 32 18 30 82 21 117 63 37 35
gamess 25 16 40 55 48 76 65 35 25
hycom 26 10 26 83 17 126 65 28 35
lammps 136 107 133 93 80 157 95 116 68
oocore 44 31 56 71 61 91 75 50 52
overflow 71 39 79 91 47 104 108 81 44
wrf 99 63 92 134 34 203 103 83 60
[overallsum [| 484 [ 310 [ 500 | 651 ] 309 [ 935 | 593 | 460 | 341

Table 11: Sum of the number of thresholded inversions (a = .01, 5 = .001) for
all processor counts for each application. The smallest number (representing
the best metric) for each application is in bold. The last row is a sum of each
column and gives a single number representing the overall quality of the ranking
produced using that machine characteristic.

gamess. One interpretation of the data is that these applications fall into three
categories:

e codes dominated by time to perform floating-point operations,
e codes dominated by time to access main memory,
e and codes dominated by time to access L1 cache.

With 20 machines, there are 20! possible distinct rankings. Searching through
the subspace of “feasible” rankings reveals one that gives only 195 inversions
(although this number cannot be directly compared to those in Table 11 since
the parameter values used were & = .01 and 8 = 0). In this optimal ranking
the SDSC Itanium cluster TeraGrid was predicted to be the fastest machine.
However, across all of the benchmarks, the Itanium is only the fastest for the
metric of bandwidth of random access to main memory — and Table 11 shows
using random access to main memory alone to be the poorest of the single-
characteristic ranking metrics examined. This conundrum suggests trying more
sophisticated ranking heuristics.

Testing various simple combinations of machine metrics — for example, the
ratio of flops to the bandwidth of both strided and random accesses to different
levels of the memory hierarchy — gave rankings that were generally significantly
worse than the ranking based solely on the bandwidth of strided accesses to main
memory. This suggests a need to incorporate more information.

7.2 Rankings incorporating application characteristics

As in Section 6, one might try improving the rankings by incorporating appli-
cation characteristics and using those characteristics to weight the measured
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machine characteristics. However, in order to generate a single application-
independent ranking, this requires either choosing a single representative appli-
cation, or using values that represent an “average” application. This section
considers the former approach.

Since the goal is to use as little information as possible, the first example
presented uses only the number of memory accesses m and the number of floating
point operations f. Recall that the goal is an application-independent ranking,
so while we evaluate the rankings generated by each of the applications, only the
best result over all the applications is reported. In other words, this is the result
of taking the characteristics of a single application and using it to generate a
ranking of the machines that is evaluated for all the applications in the test
suite.

If a memory reference consists of 8 bytes, m and f can be used in a natural
way by computing the following number for each machine m;:

_ 8m f
~ bw_mem(i) + flops (i) @

Within Equation 7, m (and f) could be either the average number of memory
accesses over all the processors, or the maximum number of memory accesses
over all the processors. In addition, bw_mem can be the strided or random
bandwidth of accesses to any level of the memory hierarchy.

Using the bandwidth of strided accesses to main memory for bw_mem, re-
gardless of whether the average or the maximum counts for m and f are used,
leads to a ranking that is identical to a ranking based only on the bandwidth
of strided accesses to main memory. Since the increase in memory bandwidth
has not kept pace with the increase in processor speed, it is not surprising that
the memory term in Equation 7 overwhelms the processor term. The effect
would be even greater if the bandwidth of random accesses to main memory
for bw_mem(i) was used, since the disparity between the magnitude of the two
terms would be even greater. Moreover, using the measurement that has the
fastest access time of all levels of the memory hierarchy, bandwidth of strided ac-
cesses to L1, for bw_mem in Equation 7 results in a ranking that is independent
of f.

This suggests a model that accommodates more detail about the applica-
tion, perhaps by partitioning the memory accesses. One possibility would be
to partition m into m = my; + mi2 + My3 + My, where my; is the number
of accesses that hit in the L1 cache, and so on. Another is to partition m into
m = my + m,., where my is the number of strided accesses and m,. is the num-
ber of random accesses to memory. Partitioning into levels of the hierarchy is
dependent on the architecture chosen, which suggests trying the latter strategy
(using the technique described in Section 4 to partition the memory accesses).

Once the m memory accesses into random (m,.) and strided (m;), Equation 8
can be used to compute the numbers r1,79,...,7r, from which the ranking is
generated:

T

_ 8m1 + 8m'r‘ f
~ bw.mem; (i) bw._mem,(i) flops(i)’

T

(8)
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Metric [11(1r) [ mm(Lr) [ mm(1), 11(x) |

avus 12 21 9
cth7 14 80 9
gamess 16 77 26
hycom 2 44 2
lammps 107 148 81
oocore 31 100 44
overflow2 34 78 34
wrf 63 158 44
’ overall sum H 279 706 \ 249

Table 12: Sum of the number of thresholded inversions for all numbers of pro-
cessors for each application, with & = .01 and # = .001. The smallest number
(representing the best metric) for each application is in bold.

Notice that there is again a choice to be made regarding what to use for
bw_mem; and bw_mem,. There are several options including: using the band-
widths of strided and random accesses to main memory; the bandwidths of
strided and random accesses to L1 cache; or, considering the data in Table 11,
the bandwidth of strided access to main memory and of random access to L1
cache. Furthermore, since the goal is a single, fixed ranking that can be applied
to all applications, a choice also has to made about which application’s m1, m,.,
and f to use for generating the ranking. In theory one could also ask what
processor count of which application to use for the ranking; in practice, these
traces take time to perform, and so m; and m, counts were only gathered for
one processor count per application.

Table 12 shows the results of these experiments. Each column shows the
number of thresholded inversions for each of the 8 applications using the speci-
fied choice of strided and random access bandwidths. In each column the results
use the application whose m1, m,., and f led to the smallest number of inversions
for all other applications. When using the random and strided bandwidths to L1
cache, the most accurate ranking was generated using overflow2; when using the
bandwidths to main memory, the best application was oocore; and when using
a combination of L1 and main memory bandwidths, avus and hycom generated
equally good rankings.

Comparing the results in Table 12 to those in Table 11 reveals that partition-
ing the memory accesses is useful as long as the random accesses are considered
to hit in L1 cache. Using the bandwidth of random access to L1 cache alone
did fairly well, but the ranking is improved by incorporating the bandwidth of
strided accesses to L1 cache, and is improved even more by incorporating the
bandwidth of strided accesses to main memory. When we use the bandwidth
of accesses to main memory only, the quality of the resulting order is between
those of rankings based on the bandwidth of random accesses and based on the
bandwidth of strided accesses to main memory.
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In [9] the authors discuss possible reasons why the combined metric based
on mm(1) and 11(r) works so well. One observation is that this may be rep-
resentative of a more general fact: applications with a large memory footprint
that have many strided accesses benefit from high bandwidth to main memory
because the whole cache line is used and prefetching further utilizes the full
main memory bandwidth. For many of these codes main memory bandwidth
is thus the limiting performance factor. On the other hand, applications with
many random accesses are wasting most of the cache line and these accesses
do not benefit from prefetching. The performance of these codes is limited by
the latency hiding capabilities of the machine’s cache, which is captured by
measuring the bandwidth of random accesses to L1 cache.

7.3 Discussion

Two things that might further improve on the ranking would be partitioning
memory accesses between the different levels of the memory hierarchy and al-
lowing different rankings based on the processor count. The two possibilities
are not entirely independent since running the same size problem on a larger
number of processors means a smaller working set on each processor and there-
fore different cache behavior. However, allowing different rankings for different
processor counts takes us away from the original goal of finding a single fixed
ranking that can be used as a general guideline.

This leaves partitioning memory accesses between the different levels of the
memory hierarchy. As noted previously, this requires either choosing a rep-
resentative system or moving towards a more complex model that allows for
predictions that are specific to individual machines, as is done in [7, 30]. There-
fore, given the level of complexity needed for a ranking method that incorporates
so much detail, we simply observe that we achieved a ranking with about 28%
more thresholded inversions than the brute-force obtainable optimal ranking on
our data set without resorting to anything more complex than partitioning each
application’s memory accesses into strided and random accesses. This repre-
sents a significant improvement over the ranking based on FLOPS, which was
about 75% worse than the optimal ranking.

8 Conclusion

This chapter addressed two related issues of interest to various parties in the
world of supercomputing: performance prediction, and machine ranking. The
first is a long-standing problem that has been studied extensively, reflected in
part by the survey of work in Section 2. The second, while not as well studied,
is still of interest both when the goal is a machine ranking for a particular ap-
plication, and when the goal is a more general application independent ranking.

To illustrate the trade-offs between accuracy and effort that are inherent
in any approach, one framework for both prediction and ranking is presented.
The main assumption in this framework is that simple benchmarks can be run
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(or accurately estimated) on all systems of interest. Then several variations
within the framework are examined: ones that use only end-to-end runtimes for
an application on any set of machines (Section 5), and those that also employ
basic trace data about an application (Section 6). Using trace data is more
expensive and, not surprisingly, gives significantly more accurate predictions
than a completely automatic method that is based on least squares and uses
only end-to-end runtimes. However, a linear programming method that also
only uses end-to-end runtimes can partially compensate by allowing human ex-
pert intervention. Finally, in Section 7 the question of application independent
machine rankings is addressed, again within the same framework. Once again,
reasonable results can be obtained using only the results of simple benchmark
measurements, but the results can be improved by incorporating limited appli-
cation trace information.
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