DTD 5

Available online at www.sciencedirect.com

SCIENCE@DlnecTo E,SRECS

@ENERATION
@®OMPUTER
QYSTEMS

.:: L300 ,:j
ELSEVIER Future Generation Computer Systems xxx (2004) XXX—XXX

www.elsevier.com/locate/future

A performance prediction framework for scientific applications

Laura Carringtof, Allan Snavely, Nicole Wolter

San Diego Supercomputer Center, University of California, San Diego, CA, USA

Abstract

This work presents the results of ongoing investigations in the development of a performance modeling framework, developed
by the Performance Modeling and Characterization (PMaC) Lab at the San Diego Supercomputer Center. The framework is faster
than traditional cycle-accurate simulation, more sophisticated than performance estimation based on system peak-performance
metrics, and is shown to be effective on benchmarks and scientific applications. This paper focuses on one such functionality by
investigating sensitivity studies to further understand observed and anticipated effect of both the architecture and the application
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1. Introduction and motivation This framework is designed to have tools that coms
bine simulation and analytical modeling to automate:
Performance of a parallel application on a High the entire performance prediction process for an ap:
Performance Computing (HPC) machine is resultant plication. The design implements easy to use tools that
from at least factors of algorithm, implementation, the create anaccurate modelinareasonable amount of time
compiler, operating system, underlying processor ar- for users and centers. In previous wigk7,22,23]this s
chitecture, and interconnect technologies. Therefore, framework was described and validated to accurately
one might conclude that performance models for sci- model and improve understanding of the performance
entific applications on complex systems must account for small parallel scientific kernels and applications ons
for all of the above system and application attributes. different HPC architectures. In this research, the gens
This work shows that a framework based on simplic- eral framework is used to predict the performance ob
ity, including only the major factors in performance, scientific applications on current HPC platforms witha:
can predict an application’s performance with useful improved time cost, creating models in hours. The re=
accuracy. sults were evaluated using sensitivity studies, to furthes
explain the observed performance of the application.a
"+ Corresponding author. The paper Wi|| progress as folloyvs. A_recap Ofss
E-mail addressednett@sdsc.edu (L. Carrington), the framework is described in Secti@) giving an s
allans@sdsc.edu (A. Snavely), wolter@sdsc.edu (N. Wolter). overview of the different pieces of the framework and-
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doi:10.1016/j.future.2004.11.019

FUTURE 1297 1-11



48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

DTD 5

2 L. Carrington et al. / Future Generation Computer Systems xxx (2004) XXX—XXX

how they are used in performance prediction. Section A detailed description of the framework can be founds
3 shows results of performance predictions for three in Snavely et al[23]. 7
different scientific applications. Sectichillustrates Based on the hypothesis that a parallel application’s
processor and network investigations enabled by the performance is often dominated by two major factorsis
framework on those applications. Sectidudescribes (1) single processor performance and (2) use of the net-
background and related work, some of which this re- work, the framework was developed to model these faG:
search is based on. tors along with some of the features of modern, highly:
complex processor. Starting simple and only adding
complexity when needed to account for observed pes:
formance, the framework consists of a single process
sor model, combined with acommunication model (see
In the pursuit of rapid, useful, and accurate perfor- Fig. 1). Clearly, there are other factors that can affect;
mance models that can account for complexities of the performance, but often processor and network perfoss
memory hierarchy and work with all arbitrary applica- mance are sufficient for accurate performance predies
tions on all arbitrary machines, the Performance Mod- tion (~10% error) while adding more factors only in- e
eling and Characterization (PMaC) performance mod- creases the complexity of the model with nominal gaina
eling framework’s design is based on principles of iso- (~1-2%) in accuracy23]. o
lation and simplicity. Measuring various performance  The single-processor and communication models
factors in isolation enables independent performance both use independeApplication SignatureandMa- o
investigations of each system feature as exhibited in the chine Profileswhich are combined usingonvolution e
sensitivity studies of Sectioh The simplicity princi- MethodsAn Application Signature is a summary of thess
ple argues that the framework should be based on asoperations to be carried out by an application, including
few parameters as possible while still retaining accu- memory and communication access patterns, indepes-
racy. The framework is designed in such a way that it dentof any particular machine. Application Signatures.
provides the ability to easily add and remove significant are collected viatraces. For the single-processor modsi,
factors as needed to sufficiently depict a given appli- these are memory traces collected via the MetaStia
cation or system. The framework is composed of tools Tracer[29]. For the communication model, these are:
to automate each of the components and steps in theMPI traces collected by MPIDtra¢&0]. 103
performance prediction of an application. This allows A Machine Profile is measurements of the rates at
anyone to feed an application through the framework which a machine can perform basic operations, inclugbs
and arrive at a runtime prediction on any HPC system. ing message passing, memory loads and stores, and

2. A performance modeling framework

Single-Processor Model Communication Model

Machine profile
Characterization of
memory perfomance
capablities of
Machine A

Application Signature
Characterization of
memory operations

needed to be perfomed
by Application B

Machine profile
Characterization of
hetwork perfomance|
capablities of

Machine A

Application Signature
Characterization of
network operations

needed to be perfomed
by Application B

b

P

Y

P

Convolution Method
Mapping memory usage needs of Application B
to the capabilities of Machine A
Applicaion B <*Machine A

-

Convolution Method
Mapping network usage needs of Application B
to the capabilities of Machine A
Applicaion B <= Machine A

Exe. time = Memory op[] FP op

Mem. rate

Where operator is

determined on the amount

of instruction overlap

FP rate

Exe. time = comm. op1[0 comm. op2

op1 rate

Application B

Performance predication of

on Machine A

op2 rate

4

Fig. 1. Performance prediction framework for a parallel application.
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floating-point operations, independent of any partic- tial derivatives are computed using finite-differenceo.
ular application. This data is collected via low level discretizations, formulated to handle any generalized
benchmarks or probes. To arrive at a performance pre-orthogonal grid on a sphere, including dipole, and.
diction for an application, its Application Signature is tripole grids that shift the North Pole singularity intoiss
mapped to the corresponding performance of the Ma- land masses to avoid time step constraints due to grid
chine Profile of the machine on which the application convergence. 155
is being predicted, by the Convolution Methods. These  The x1 dataset used in this study is a coarse ras-
mappings are automated using the MetaSim Convolver olution configuration that is currently being used ins
[31] for the single-processor model and Dimerfgj coupled climate models. The horizontal resolution iss
for the communications model. The convolutions of one degree (32@ 384) and uses a displace-pole gridss
the Application Signature and Machine Profile result with the pole of the grid shifted into Greenland anako
in a predicted runtime, which the application should enhanced resolution in the equatorial regions. The vesr
achieve on the target machine. Comparing a predictedtical coordinate uses 40 vertical levels with smalleg.
run time with the actual runtime is the method we use grid spacing near the surface to better resolve the

for validating the model for that applicati¢hy]. Valida- surface mixed layer. This configuration does not ree.
tion of models for three different scientific applications solve eddies, and therefore it requires the use @f
is presented next in Secti@ computationally—intensive sub grid parameterizationss

This configuration is setup to be identical to the actuat
production configuration of the Community Climatess

3. HPC applications and model verification System Model with the exception that the coupling tes
full atmosphere, ice and land models have been re-
In Sections3.1-3.3 three scientific applications are  placed by analytic surface forcing. 1

fed through the framework to predict their performance ~ We applied the modeling framework to POP on the:
on four different HPC architectures. Only small bench- x1 datasetTable 1shows real versus model-predicted::
marks were run on the target machines to collect the wall-clock execution times for several machines at sev:
Machine Profiles. These benchmarks only consumed eral processor counts. POP execution times are mare
a few CPUs of the target machine but were used in typically reported in seconds-per-simulation-day. Afvs
predicting performance of an application running on error of around 20% is considered acceptable to ouf
hundreds of CPUs. The advantage of this is that typ- user/funding agency for the purpose of getting a gens
ically in building large (>1000 CPUs) HPC machines eral idea of the application’s performance on the target
a small prototype will be available long before the full machine. The table of results shows that all predictions
system can be built. The benchmarks can be run on thewere below the acceptable limit and some were signifix
prototype system and predict the full system before it cantly lower. This confirms that the performance modet
is built. for POP is robust on all the machines modeled. 183

3.1. Parallel Ocean Program (POP) 3.2. Navy Layered Ocean Model (NLOM) 184

The Parallel Ocean Program (POP) was specifically =~ The Navy’s hydrodynamic (iso-pycnal) non-lineatss
developed to take advantage of high performance com- primitive equation layered ocean circulation modeks
puter architectures. POP has been ported to a widehas been used at NOARL for more than 10 years for
variety of systems including IBM Power3, and IBM simulations of the ocean circulation in the Gulf ofiss
Power4, Compaq Alpha server SC45, and Cray X1. Mexico, Caribbean, Pacific, Atlantic, and other seas
POP is used for eddy-resolving simulations of the and oceans. The model retains the free surface and
world oceans and for climate simulations as the ocean uses semi-implicit time schemes that treat all gravity:
component of coupled climate models. POP is an oceanwaves implicitly. NLOM consumes a significant por-s.
circulation model that solves the three-dimensional tion of all cycles on the supercomputers run by DoD’ss
primitive equations for fluid motions on the sphere un- High Performance Computing Modernization Prograna
der hydrostatic and Boussinesq approximations. Spa- (HPCMP). 195
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Table 2
Performance prediction of NLOM application on two machines
# of CPUs Blue Horizon (IBM PWR38-way) Lemieux (Compaq SC45)
Real time (s) Predicted time (s) % Error Real time (s) Predicted time(s) % Error
28 2385.8 2383.0 -0.1 13005 12203 —6.2
56 1220.4 1211.8 -0.7 8097 6187 —236
Table 3
Performance prediction of SynNLOM application on two machines
# of CPUs Blue Horizon (IBM PWR38-way) Lemieux (Compaq SC45)
Real time (s) Predicted time (s) % Error Real time (s) Predicted time(s) % Error
56 4432 4611 )] 2066.1 1816.4 -121
112 2356.0 21447 -9.0 1226.1 1218.6 —0.6
Table 4
Performance prediction of Cobalt 60 application on two machines
# of CPUs Blue Horizon (IBM PWR3) Lemieux (Compaqg SC45)
Real time (s) Predicted time (s) % Error Real time (s) Predicted time(s) % Error
16 11323 11455 12 766.4 786.3 5
32 5538 5689 27 337.0 284.7 —124
64 2978 3132 49 174.8 215.1 19
128 1819 2048 129 110.4 134.9 12

4. Performance sensitivity studies (ping-pong bandwidth measured at about 350 MB/s
versus 260 MB/s with the PMaC probes). One can cofs

Reporting the accuracy of performance models in jecture that POP performance is more sensitive to pres
terms of model-predicted time versus observed time cessor performance and network latency than netwosk
(as in the SectioR) is a validating step for obtaining  bandwidth, but with sensitivity studies we can go ong-
confidence in the model. A more interesting, useful, step further and support that conjecture with data. zes
and challenging endeavor is to explain and quantify  With a model that can accurately predict applicaso
observed performance differences of an application on tion performance based on properties of the code and
different architectures. The model can also be used to the machine, precise modeling experiments can be car-
play “what if” scenarios, such as “what if the network ried out, such as those representeBlimg 2with details 27
had twice the bandwidth, how would that affect the in Table 5 The model is used to perturb the Power3xs
application’s performance”. In this work, the perfor- based, Colony switch Blue Horizon (BH), system inter.
mance difference of POP is investigated between two the Alpha SC45-based, Quadrics switch (TCS), syss
machines, Lemieux (SC45) and Blue Horizon (PWR3). tem by replacing components one by one and doinga

For example, itis clear frofable lin Section3 that prediction of the new hypothetical machine with each:
Lemieux (SC45) is faster across-the-board, for POP new component. The base system of BH is perturbed
running the x1 data set, than Blue Horizon (PWR3). by changing network bandwidth, network latency, angh
The question is why? Lemieux has faster processors processor “performance”, to finally arrive at a machingo
(1000 MHz versus 375MHz) with theoretical peak that represents the SC45. Note that processor “pes-
MFLOPS of 2000 versus 1500 for Blue Horizon. formance” captures the improved performance of the
Lemieux also has a lower-latency network (measured floating-point rate as well as the memory bandwidthss
ping-pong latency of about®s versus about 20s) Fig. 2represents a series of cases modeling the pertess-
but Blue Horizon’s network has the higher bandwidth bation of BH to TCS, going from left to right. The barass
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M
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Normalized Performance (1/time)
8

=
Q
=}

band width latency

Case 1 (BH) Case 2 (Higher Case 2 (Lower Case 4 (Higher Case 5 (Better Case 6 (TCS)
band width & lower

processor)
latency)

Fig. 2. Sensitivity study of POP on 16 CPUs.

for each case represents the performance of POP on 16 There is a substantial improvement in performance
processors normalized to the performance of BH.

Case lis the base case normalized to the perfor-
mance of BH.

Case 2models the effect of reducing the band-
width of BH’s network to that of a single rail of
the Quadrics switch. There is no discernable perfor-
mance effect to the POP application, at this size, in
changing in peak network bandwidth from 350 MB/s
to 260 MBs.

Case 3models the effect of reducing network la-
tency of the Colony switch to that of the Quadrics
switch. There is a significant performance improve-
ment noted by switching the 20s latency of the
Colony switch to Qus latency of the Quadrics switch.

due mainly to the faster memory subsystem of the
Alpha. The Alpha can load stride-1 data from its L2:
cache at about twice the rate of the Power3 and this
benefits POP significantly. 312
Case 6shows the values of TCS performance, pross
cessor and memory subsystem speed, network band-
width and latency, as a ratio to BH'’s values. a1s

The higher level point from the above exercise iss

that the model can quantify the performance impact af
each machine hardware component. One can carry et
this exercise for any size POP problem as well as fag
NLOM, Cobalt 60, or any application modeled via thezx
framework. a1

As an abstraction from a specific architecture comz

This is because the barotropic calculations in POP parison study such as the above, one can use the magel

at this size are latency sensitive.

Case 4uses Quadrics latency and bandwidth for
completeness.

Case nodelsthe Colony switch latencies and band-

to generate a machine-independent performance sen-
sitivity study. As an exampldsig. 3indicates the per-
formance impact on a 128 CPU POP run for quadrus
pling the speed of the CPU and memory subsystem

widths but replace the Pwr3 processors and local (lumped together, we call this processor), quadrupling
memory subsystem with that of the Alpha SC45. network bandwidth, cutting network latency by 4, aneks

Table 5

Model parameters for POP usedRiy. 2

Case Prediction (s) CPU-memory NW ping—pong SMP Node NW ping—pong SMP Node
number subsystem ratio BW (MB/s) BW (MB/s) latency {us) latency {us)
1 42.07 1.00 350 370 19 19

2 41.71 1.00 269 552 19 19

3 32.46 1.00 269 552 5 .a

4 32.43 1.00 350 370 5 .4

5 30.41 1.69 350 370 19 19

6 20.35 1.69 269 552 5 a
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w

n

Normalized Performance (1/time)

Case 1 (Base) Case 2 (4x ProcesscrYCasea (Lower \atency: Case 4 (Lower Ialen;y) Case 5 (Higher
performance)  and higher band width) band width)

Fig. 3. POP Performance sensitivity study for 128 CPUs.

various combinations of these four-fold hardware im- At this size, POP is quite sensitive to processoss
provements. Case 1 represents the base performance offaster processor and memory subsystem) seen in the
POP run on Blue Horizon. Case 2 illustrates the per- Case 2 results, and somewhat sensitive to latengy
formance effects that POP would see if the processor (Case 4) because of the communications-bound, smadl-
on Blue Horizon were to get a performance increase of messages, barotropic portion of the calculation and
four-fold. Case 3 represents Blue Horizon with a com- fairly insensitive to bandwidth (Case 5). The higherss
plete network upgrade with four-fold improvementsto level impact is that performance models enable “whads
the network latency and bandwidth. Case 4 shows the if” examinations for implications of improving the tar-sss
performance effects of a network improvement local- get machine in various dimensions. Thus, purchass
ized to just a four-fold improvement in latency and ing upgrades or future machines to run this applicas
Case 5 shows similar affects for improvements in just tion would benefit the application most by focusingss
bandwidth. It is understood that given the gap between resources on better processors and lower latency ngi-
memory and floating-point performance on a processor works. 360
that increasing both these components by an even fac-  Fig. 4illustrates a similar study done on the applise:
tor of four is not realistic. But the results of Case 2 can cation synNLOM, but this study provides “zoom in"s:
show if processor performance is a significant factor on the processor performance factor for synNLOM. Ins
worthy of further studies to split the individual compo- the above results for POP, the processor improvements
nents of memory and floating-point performance. show modeled execution time decreases from haviag

N
o
=

=]
=]

Normalized Performance (1/time)

0.00

Case 1 (Base) Case2 (2xFP)  Case3 (4x FP) Casel_‘: E(:\‘;C, )FP 2% Case 5 (4x L2BW )

Fig. 4. synNLOM Performance sensitivity study for 28 CPUs.
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a four-times better processor (Case 2) with respect formance at this size, this remains true at larger pres
to MHz (implying four-fold improvement to floating-  cessor counts. Cases 3-5 illustrate how network pe#-
point issue rate) but also implicit in “four-times better formance upgrades would not benefit this applicatiomn:
processor” is quadruple bandwidth and 1/4th latency to Further studies could be performed to determine which
all levels of the memory hierarchy (unfortunately this component of the processor, memory or floating-poiat
may be hard or expensive to achieve architecturally!). rate, have the most influence in application perfoke.
Fig. 4 shows how much better a processor would per- mance. 405
form relative to the Power 3 processor for synNLOM if

ithad Case 2: 2 issue rate; Case 3sdissue rate; Case

4:2x issue rate and2 faster L2 cache; Case 5: baseis- 5. Background and related work 406
sue rate of & 375 MHz but 4x faster L2 cache. From
the results inFig. 4, it appears that SynLOM at this Methods for performance evaluations can be broken

size is compute-bound between communication eventsdown into two areaf25]: structural models and func- s
and would benefit significantly from a faster processor tional and analytical models. Structural models use des
clock, even without improving L2 cache. Not shown scriptions of individual system components and their
but discoverable via the model is that synNLOM is interactions, such as detailed simulation models. The
somewhat more network bandwidth sensitive than POP second area, functional and analytical models, sepa-

because it sends less frequent, larger messages. rates the performance factors of a system to create:a

The third example using application Cobalt 60, mathematical model. a1
modeled performance sensitivity of 32 CPU Cobalt 60  The use of detailed or cycle-accurate simulators i
to faster network and faster node, showfrig. 5. This performance evaluation has been used by many ke-
study was conducted in a way similar fg. 4 with searcherg2,3,5,17,26] Detailed simulators are nor-a-

four-fold increases to processor performance, network mally built by manufactures during the design stage o
latency, and network bandwidth. Case 1 represents thean architecture to aid in the design. For parallel mar
base performance of Cobalt 60 on Blue Horizon. Case 2 chines, two simulators might be used, one for the pres
represents the performance increase of four-fold to the cessor and one for the network. These simulators have
processor both floating-point rate and memory band- the advantage of automating performance predictien
width. Case 3 illustrates the performance increases duefrom the user’s standpoint. The disadvantage is that
to both network bandwidth and latency. Case 4 repre- these simulators are proprietary and often not available
sents performance increase due to improved networkto HPC users and Centers. Also, because they captute
latency and Case 5 shows performance increases duall the behaviors of the processors, simulations can take
to improved network bandwidth. Case 2 shows Cobalt on an upwards of 1,000,000 times longer, than the real
60’s sensitivity to improvements in the processor per- runtime of the applicatiofil4]. This means, to simu- 4

Normalized Performance (1/time)

Case 1 (Base) Case 2 (4x Processor Case 3 (Lowaﬂalenc;r Case 4 (Lower Ia:ency;) Case 5 (Higher
performance) and higher bandwith) bandwitdth)

Fig. 5. Cobalt 60 Performance sensitivity study for 32 CPUs.
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late 1 h of an application it could take approximately For parallel system predictions, Mendes and Reed
114 years of CPU time. Direct execution methods are [15,16] proposed a cross-platform approach. Traces
commonly used to accelerate architectural simulations were used to record the explicit communicationss
[9] but they still can have large slowdowns. To avoid among nodes and to build a directed graph based on the
these large computational costs, cycle-accurate simu-trace. Sub-graph isomorphism was then used to study
lators are usually only used to simulate a few seconds trace stability and to transform the trace for differens:
of an application. This causes a modeling dilemma, machine specifications. This approach has merit ans
for most scientific applications the complete behav- needs to be integrated into a full system for applicas
ior cannot be captured in a few seconds of a produc- tions tracing and modeling of deep memory hierarchies
tion run. Applications rarely spend all their time in in order to be practically useful today. 486
one routine and their behavior may change as the ap- Simon and Wierur21] proposed to use a Concur-s:
plication progresses through its simulation (in some rent Task Graph to model applications. A Concurrent
cases the actual physics of the problem being solved Task Graph is a directed acyclic graph whose edges
changes). represent the dependence relationship between nodes.
Cycle-accurate simulators are limited to only work In order to predict the execution time, it was proposest
in modeling the behavior of the processor for which to have different models to compute the communicax
they were developed, so they are not applicable to tion overhead, (FCFS queue for SMP and Bandwidtk
other architectures. In addition, the accuracy of cycle- Latency model for MPI) with models for performancess
accurate simulation can be questionable. Gibson et al. between communications events. As above, these sim-
[10] showed that simulators that model many architec- ple models worked better in the mid 1990s than todays
tural features have many possible sources for error, re-  Crovella and LeBlang8] proposed complete, or- s
sulting in complex simulators that produce greater than thogonal and meaningful methods to classify all thes
50% error. This work suggested that simple simulators possible overheads in parallel computation enviroms
are sometimes more accurate than complex ones. ments and to predict the algorithm performance basesl
In the second area of performance evaluation, func- on the overhead analysis. Our work adopts their useful
tional and analytical models, the performance of an nomenclature. 502
application on the target machine can be described by  Xu et al.[27] proposed a semi-empirical multipro-ss
a complex mathematical equation. When the equation cessor performance prediction scheme. For a given
is fed with the proper input values to describe the tar- application and machine specification, the applicatios
get machine, the calculation yields a wall clock time first is instantiated to thread graphs which reveal alk
for that application on the target machine. Various fla- the possible communications (implicit or explicit) dur-=os
vors of these methods for developing these models haveing the computation. They then measured the delay of
been researched. Below is a brief summary of some of all the possible communication on the target machine
this work but due to space limitations it is not meantto to compute the elapsed time of communication in th&
be inclusive of all. thread graph. For the execution time, of each segment
Saavedra and Smifi8—20]proposed applications in the thread graph between communications, they use
modeling as a collection of independent Abstract FOR- partial measurement and loop iteration estimation te
TRAN Machine tasks. Each abstract task was measuredpredict the execution time. The general idea of predie=
on the target machine and then a linear model was usedtion from partial measurement is adopted here. 515
to predict execution time. In order to include the ef- Abandah and Davidsdid] and Boyd et al[4] pro- s
fects of memory system, they measured miss penaltiesposed hierarchical modeling methods for parallel max
and miss rates to include in the total overhead. These chines that is kindred in spirit to our work, and was:s
simple models worked well on the simpler processors effective on machines in the early and mid 1990s. s
and shallower memory-hierarchies of the mid 1990s. A group of expert performance modelers at Loso
The models now need to be improved to account for Alamos have been perfecting the analytical model ef
increases in the complexity of parallel architectures in- two applications important to their workload for years:»
cluding processors, memory subsystems, and intercon-[11,12,13,28] These models are quite accurate in theiss
nects. predictions, although the methods for creating them ase
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